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EUMSSI: Multilayered analysis of multimedia content
using UIMA, MongoDB and Solr

Jens Grivolla and Maite Melero and Toni Badia 1

Abstract. Journalists, as well as users at home, face increasing
amounts of data from a large variety of sources, both in profession-
ally curated media archives and in the form of user-generated-content
or social media. This provides a great opportunity at the same time
as a great challenge to use all of this information, which EUMSSI
approaches by providing semantically rich analysis of multimedia
content, together with intuitive visual interfaces to explore the data
and gain new insights.

We present a scalable platform that allows for distributed process-
ing of large quantities of multimedia content. The EUMSSI platform
provides support for both synchronous and asynchronous analysis
processes and thus allows for on-demand services as well as long
running batch processes. Analysis services for speech, video and text
are integrated in the platform, as well transversal services that com-
bine and enrich the existing outputs from various modalities. The
EUMSSI platform builds on established open source projects such as
UIMA, MongoDB and Solr and the project outcomes are published
under permissive open source licenses.

The EUMSSI system is currently running and accessible through
public demonstrators, incorporating hundreds of thousands of videos
and news articles, as well as almost 10 million tweets.

1 Introduction
Nowadays, a multimedia journalist has access to a vast amount of
data from many types of sources to document a story. In order to put
information into context and tell his story from all significant angles,
he needs to go through an enormous amount of records with infor-
mation of very diverse degrees of granularity. Manually searching
through a variety of different unconnected sources and relating all
the disperse information can be time-consuming, especially when a
topic or event is interconnected with multiple entities from different
domains.

At a different level, many TV viewers are getting used to navigat-
ing with their tablets or iPads while watching TV, the tablet effec-
tively functioning as a second screen, often providing background
information on the program or interaction in social networks about
what is being watched. However, this again requires an important ef-
fort either from the provider of a specific second screen application
that includes curated content, or from the viewer at home who needs
to identify potentially relevant sources of background knowledge and
perform appropriate searches.

In the EUMSSI FP7 project2 we have developed a system that can
help both the journalist and the TV viewer by automatically analyz-
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ing and interpreting unstructured multimedia data streams and, with
this understanding, contextualizing the data and contributing with
new, related information.

The huge amounts of textual content available on the web and in
news archives have been “tamed” over the last years and decades to
some degree through the development of efficient, scalable search
engines and improved ranking algorithms, and more recently by pro-
viding the user with more directly usable insights and answers, in
addition to the traditional search result lists.

Tackling multimedia data in a similar way is a complicated en-
deavor, requiring the combination of many different types of analysis
to bridge the gap from raw video recordings to semantically mean-
ingful insights. It is now becoming computationally feasible to ana-
lyze large amounts of media content, and the EUMSSI project lever-
ages the project partners’ expertise in speech recognition, audio and
video based person identification, text analysis or semantic inference
to provide an integrated platform for large-scale media analysis and
exploration.

In EUMSSI we have developed methodologies and techniques for
identifying and aggregating data presented as unstructured informa-
tion in sources of very different nature (video, image, audio, speech,
text and social context), including both online (e.g. YouTube, Twit-
ter) and traditional media (e.g. audiovisual repositories, news arti-
cles), and for dealing with information of very different degrees of
granularity.

This is accomplished thanks to the integration of state-of-the-art
information extraction and analysis techniques from the different
fields involved (image, audio, text and social media analysis) in a
UIMA-based multimodal platform. The multimodal interpretation
platform continuously analyzes a vast amount of multimedia content,
aggregates all the resulting information and semantically enriches it
with additional metadata layers.

In this article we focus on the underlying platform that we devel-
oped using UIMA, MongoDB, Solr and other Open Source technolo-
gies to manage complex workflows involving online (on-demand)
and offline (batch) processing, with mutual dependencies between
the different modalities. After a brief introduction to the project ob-
jectives and some of the analysis technologies that are use for these
aims we present the three main challenges of the core platform:

• Enabling the integration and combination of different annotation
layers using UIMA and its CAS format

• Managing the processing workflow using MongoDB and UIMA
• Providing efficient and scalable access to the analyzed content for

applications and demonstrators using Solr



2 Project objectives

The goal of the EUMSSI project is to provide a complete system
for large-scale multimedia analysis, including a wide range of anal-
ysis components working on different media modalities (video, au-
dio, text). Additionally, we have developed two example applications
(demonstrators) that build upon this platform with the goal to show-
case the platform’s potential, but also to lead towards a commercial
exploitation of the project outcomes.

2.1 Multimodal analytics and Semantic
Enrichment

For reasoning with and about the multimedia data, the EUMSSI plat-
form needs to recognize entities, such as actors, places, topics, dates
and genres. A core idea is that metadata resulting from analyzing
one media helps reinforce the aggregation of information from other
media. For example, an important issue in speech recognition is the
transcription of previously unknown (out-of-vocabulary) words. This
is particularly important when dealing with current news content,
where person and organization names, and other named entities that
may not appear in older training corpora, are among the most critical
parts of the transcription. Existing text, tags and other metadata, as
well as information automatically extracted from these sources, are
used to improve and adapt the language models. Further, OCR on
video data, speech analysis and speaker recognition mutually rein-
force one another.

The combined and integrated results of the audio, video and text
analysis significantly enhance the existing metadata, which can be
used for search, visualization and exploration. In addition, the ex-
tracted entities and other annotations are exploited for identifying
specific video fragments in which a particular person speaks, a new
topic begins, or an entity is mentioned. Figure 1 illustrates some of
the different layers of analysis that may exist for a video content item.

Figure 1. Video Mining Analysis

The EUMSSI system currently includes a wide variety of analy-
sis components (many of which leverage and improve upon existing
open source systems), such as automatic speech transcription (ASR),
person identification (combining voice and face recognition, OCR
on subtitles for naming, and Named Entity Recognition and Link-
ing), and many natural language processing approaches, applied to

speech transcripts as well as original written content or social me-
dia, e.g. NER (Stanford NLP), Entity Linking (DBpedia Spotlight),
keyphrase extraction (KEA), quote extraction, topic segmentation,
sentiment analysis, etc.

2.2 Assisted storytelling and second screen

Two application demonstrators have been implemented on top of
the EUMSSI platform, each catering to a different use-case: (i) a
computer-assisted storytelling tool integrated in the workflow of a
multimedia news editor, empowering the journalist to monitor and
gather up-to-date documents related with his investigation, without
the need of reviewing an enormous amount of insufficiently anno-
tated records; and (ii) a second-screen application for an end-user,
able to provide background information or infotainment content, syn-
chronized to what the user is currently watching. Figure 2 shows how
both applications build on a common base of multimedia analysis and
content aggregation/recommendation algorithms.

The storytelling tool (figure 3) provides a web interface that al-
lows a journalist to work on an article in a rich editor. The system
then analyses the text the journalist is writing in order to provide
relevant background information. In particular, the journalist can di-
rectly access the Wikipedia pages of entities that appear in the text,
or find related content in the archives (including content from out-
side and social media sources). A variety of graphical widgets then
allow to explore the content collection, finding relevant video snip-
pets, quotes, or presenting relevant entities and the relations between
them.

The second screen application, on the other hand, is aimed at end
users at home who would like to easily access background infor-
mation, or have their viewing augmented with infotainment activi-
ties such as automatically generated quizzes relating to the currently
viewed content.

Links to the publicly accessible demonstrators can be found on the
EUMSSI web page at http://eumssi.eu/.

3 Architecture overview

The EUMSSI architecture was designed with a few core principles
and requirements in mind:

• Simplicity: The platform should not be overly complex, in order to
make it maintainable as well as to rapidly have a working system
that all involved parties can build on

• Robustness: Failures, even hardware failures, should not have dis-
astrous consequences

• Portability: It should be possible to easily migrate the platform to
a different system

• Flexibility: It must be possible to quickly extend the platform, in
particular by adding new analysis processes or content sources

• Scalability: The platform must be able to support large-scale con-
tent processing, as well as efficiently provide results to end users

As a result, the EUMSSI platform relies on open source technolo-
gies with a proven track record of reliability and scalability as its
foundation.

The EUMSSI platform functions as a set of loosely coupled com-
ponents that only interact through a common data back-end (Mon-
goDB) that ensures that the system state is persisted and can be ro-
bustly recovered after failures of individual components or even the
whole platform (including hardware failures).



Figure 2. Multimodal platform catering both for the journalist and the end-user’s use-cases

Figure 3. The storytelling web application

All components run independently and can be seen as basically
“stateless” in that they maintain only the information necessary for
immediate execution. As such it is possible to restart individual com-
ponents without affecting the overall system, making it relatively
easy to ensure the overall reliability of the platform.

All new content coming into the system is first normalized to a
common metadata schema (based on schema.org) and stored in a
MongoDB database to make it available for further processing. Anal-
ysis results, as well as the original metadata, are stored in UIMA’s
CAS format3 to allow integration of different aligned layers of anal-
ysis as well as in a simplified format that is then indexed with Solr.
The applications use the Solr indexes for efficient and scalable ac-
cess to the analyzed content, as well as statistical metrics over the
whole document collection or specific subsets that can be used for
exploration and visualization.

3 Unstructured Information Management Architecture:
http://uima.apache.org/
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Figure 4. Architecture design

The process flow, pictured in Figure 4, can be summarized as fol-
lows:

1. new data arrives (or gets imported)
2. preprocessing stage

(a) make content available through unique internal identifier
(b) create initial CAS with aligned metadata / text content

and content URI
(c) mark initial processing queue states

3. processing / content analysis
(a) distributed analysis systems query queue when they have

processing capacity
(b) retrieve CAS with existing data (or get relevant metadata

from wrapper API)
(c) retrieve raw content based on content URI
(d) process
(e) update CAS (possibly through wrapper API)
(f) create simplified output for indexing



(g) update queues
i. mark item as processed by the given queue
ii. mark availability of data to be used by other analysis

processes
4. updating the Solr indexes whenever updated information is

available for a content items

Note that this architecture design mainly depicts the data analysis
part of the EUMSSI system. The applications for end users are built
upon the Solr indexes that are automatically synchronized with the
analysis results.

Crawlers, preprocessors and API layer are maintained as part
of the core EUMSSI platform. The MongoDB database is installed
separately and managed from within the platform components (with
little or no specific configuration and setup), and the same goes for
some external dependencies such as having a Tomcat server on which
to run the API layer.

Analysis components for video and audio are fully external and
independent and communicate with the platform through the API
layer. Text analysis and cross-modality components are implemented
as UIMA components and run as pipelines integrated into the plat-
form using custom input (CollectionReader) and output (CASCon-
sumer) modules that read an existing CAS representation of the doc-
ument from the MongoDB back-end, and write back a modified CAS
with added annotations (and possibly layers/views) as well as ex-
tracted or "flattened" metadata that can be used by other components
(e.g. a list of all detected entities in the document).

Crawlers make external data sources available to the platform.
Some crawler components are run only once to import existing
datasets, whereas others feed continuously into the platform. Pre-
processing takes original metadata from the different sources and
transforms it into a unified representation with a common metadata
vocabulary.

The EUMSSI API abstracts away from the underlying storage
(MongoDB and CAS data representation) to facilitate access for ex-
ternal components such as video and audio processing. It acts as a
light-weight layer that translates between the internal data structure
and REST-like operations tailored to the needs of the components.

Indexing takes care of making the metadata (from the original
source as well as automatically extracted) available to demonstrators
and applications by mirroring the data on a Solr server that is acces-
sible to those applications. It is performed using mongo-connector4,
leveraging built-in replication features of MongoDB for low-latency
real time indexing of new (even partial) content, as well as content
updates.

Components that are part of the core platform can be found on
GitHub and are organized into directories corresponding to the type
of component. More detailed information about those components
may be found in their respective README.md files.

3.1 Design decisions and related content analysis
platforms

Apart from integrating a wide variety of analysis components work-
ing on text, audio, video, social media, etc., at different levels of se-
mantic abstraction, a key aspect of EUMSSI is the integration and
combination of those different information layers. This is the main

4 https://github.com/mongodb-labs/mongo-connector

motivation for using UIMA as the main underlying framework, as de-
scribed in section 4. This also has the advantage of providing a plat-
form for building processing pipelines that has low overhead when
running on a single machine (all information is passed in-memory),
while still enabling distributed and scaled-out processing when nec-
essary.

On the other hand, it quickly became apparent that not all kinds
of analysis are a good fit for such a workflow, leading to the hybrid
approach described in section 5. Having the workflow control in the
same database as the data itself eliminates some of the potential fail-
ures of more complex queue management systems by ensuring con-
sistency between the stored data and its analysis status. It also means
that efforts in guaranteeing availability and performance can focus
on optimizing and allocating resources for the MongoDB database
(for which best practices are well established).

While there are commercial content management systems on the
market, some of which allow for the integration of some automatic
content analysis, none of them have the flexibility of the EUMSSI
platform, and in particular none are aimed at facilitating cross-
modality integration.

Some recent research projects approach similar goals. MultiSen-
sor5 combines analysis services through distributed RESTful ser-
vices based on NIF as an interchange format, incurring higher com-
munication overheads in exchange for greater independence of ser-
vices (compared to the UIMA-based parts of EUMSSI). LinkedTV6

has a similar approach to EUMSSI (also using MongoDB and Solr),
integrating the outputs of different analysis processes in a com-
mon MPEG-7 representation in the consolidation step, however (it
appears) with far less mutual integration of outputs from differ-
ent modalities. MediaMixer7 focuses on indexing Media Fragments8

with metadata to improve retrieval in media production, and BRID-
GET9 provides means to link (bridge) from broadcast content to re-
lated items, partly based on automatic video analysis.

4 Aligned data representation
Much of the reasoning and cross-modal integration depends on an
aligned view of the different annotation layers, e.g., in order to con-
nect person names detected from OCR with corresponding speakers
from the speaker recognition component, or faces detected by the
face recognition.

The Apache UIMA10 CAS (common analysis structure) represen-
tation is a good fit for the needs of the EUMSSI project as it has a
number of interesting characteristics:

• Annotations are stored “stand-off”, meaning that the original con-
tent is not modified in any way by adding annotations. Rather, the
annotations are entirely separate and reference the original content
by offsets

• Annotations can be defined freely by defining a “type system” that
specifies the types of annotations (such as Person, Keyword, Face,
etc.) and the corresponding attributes (e.g. dbpediaUrl, canonical-
Representation, ...)

• Source content can be included in the CAS (particularly for text
content) or referenced as external content via URIs (e.g. for mul-
timedia content)

5 http://multisensorproject.eu/
6 http://linkedtv.eu
7 http://mediamixer.eu
8 https://www.w3.org/2008/WebVideo/Fragments/
9 http://ict-bridget.eu
10 http://uima.apache.org/



• While each CAS represents one “document” or “content item”,
it can have several Views that represent different aspects of that
item, e.g. the video layer, audio layer, metadata layer, transcribed
text layer, etc., with separate source content (SofA or “subject of
annotation”) and separate sets of annotations

• CASes can be passed efficiently in-memory between UIMA anal-
ysis engines

• CASes can be serialized in a standardised OASIS format11 for
storage and interchange

Annotations based directly on multimedia content (video and au-
dio) naturally refer to that content via timestamps, whereas text anal-
ysis modules normally work with character offsets relative to the text
content. It is therefore fundamental that any textual views created
from multimedia content (e.g. via ASR or OCR) refer back to the
timestamps in the original content. This is done by creating annota-
tions, e.g. tokens or segments, that include the original timestamps
as attributes in addition to the character offsets.

As an example, we may have a CAS with an audio view which
contains the results of automatic speech recognition (ASR), provid-
ing the transcription as a series of tokens/words with a timestamp for
each word as an additional feature.

In this way it is possible to apply standard text analysis modules
(that rely on character offsets) on the textual representation, while
maintaining the possibility to later map the resulting annotations
back onto the temporal scale.

So called SofA-aware UIMA components are able to work on mul-
tiple views, whereas “normal” analysis engines only see one specific
view that is presented to them. This means that e.g. standard text
analysis engines don’t need to be aware that they are being applied to
an ASR view or an OCR view; they just see a regular text document.
SofA-aware components, however, can explicitly work on annota-
tions from different views and can therefore be used to integrate and
combine the information coming from different sources or layers,
and create new, integrated views with the output from that integra-
tion and reasoning process.

5 Synchronous and asynchronous workflow
management

In EUMSSI we decided to use a dual approach to workflow man-
agement, allowing for synchronous (and even on-demand) analysis
pipelines as well as the execution of large batch jobs which need to
be run asynchronously, possibly scheduled according to the availabil-
ity of computational resources.

We opted for UIMA as the basis for synchronous workflows, as
well as the data representation used for integrating different analy-
sis layers. On the other hand, a web-based API allows other analy-
sis processes, such as audio and video analysis, to retrieve content
and upload results independently, giving them complete freedom to
schedule their work according to their specific needs.

5.1 Analysis pipelines using UIMA

UIMA provides a platform for the execution of analysis components
(Analysis Engines or AEs), as well as for managing the flow between
those components. CPE or uimaFIT12 [2] can be used to design and
execute pipelines made up of a sequence of AEs (and potentially

11 http://docs.oasis-open.org/uima/v1.0/uima-v1.0.html
12 https://uima.apache.org/uimafit.html

some more complex flows), and UIMA-AS13 (Asynchronous Scale-
out) permits the distribution of the process among various machines
or even a cluster (with the help of UIMA DUCC14).

Within the EUMSSI project we have developed and integrated
a number of UIMA analysis components, mostly dealing with text
analysis and semantic enrichment. Whenever possible, components
from the UIMA-based DKPro project [1] were used, especially for
the core analysis components (tokenization, part-of-speech, parsing,
etc.). In addition to a large number of ready-to-use components,
DKPro Core provides a unified type system to ensure interoperabil-
ity between components from different sources. Other components
developed or integrated in EUMSSI were made compatible with this
type system.

5.2 Managing content analysis with MongoDB

There are some components of the EUMSSI platform, however, that
do not integrate easily in this fashion. This is the case of computa-
tionally expensive processes that are optimized for batch execution.
A UIMA AE needs to expose a process() method that operates on a
single CAS (= document), and is therefore not compatible with batch
processing. This is particularly true for processes that need to be run
on a cluster, with significant startup overhead, such as many video
and audio analysis tasks.

It is therefore necessary to have an alternative flow mechanism for
offline or batch processes, which needs to integrate with the process-
ing performed within the UIMA environment.

The main architectural and integration issues revolve around the
data flow, rather than the computation. In fact, the computationally
complex and expensive aspects are specific to the individual analysis
components, and should not have an important impact on the design
of the overall platform.

As such, the design of the flow management is presented in terms
of transformations between data states, rather than from the proce-
dural point of view. The resulting system should only rely on the ro-
bustness of those data states to ensure the reliability and robustness of
the overall system, protecting against potential problems from server
failures or other causes. At any point, the system should be able to
resume its function purely from the state of the persisted data.

To ensure reliability and performance of the data persistence, we
use the well-established and widely used database system MongoDB,
which provides great flexibility as well as proven scalability and ro-
bustness.

Figure 5 shows the general flow of the EUMSSI system, focusing
on the data states needed for the system to function.

In order to avoid synchronization issues, the state of the data pro-
cessing is stored together with the data within each content item,
and the list of pending tasks can be extracted at any point through
simple database queries. We therefore only depend on the Mon-
goDB database (which can be replicated across several machines or
even a large cluster for performance and reliability) to fully estab-
lish the processing state of all items. For example, the queues for
analysis processes can be constructed directly from the “process-
ing.queues.queue_name" field of an item by selecting (for a given
queue) all items that have not yet been processed by that queue and
that fulfill all prerequisites (dependencies).

The analysis results are stored in CAS format (optionally with
compression). In order to avoid potential conflicts or race conditions

13 http://uima.apache.org/doc-uimaas-what.html
14 http://uima.apache.org/doc-uimaducc-whatitam.html



Figure 5. data flow and transformations

between components (most analysis processes run independently of
one another), the different layers are stored in separate database fields
as independent CASes. Components that work across layers then
merge the separate CASes into a single one (as separate Views) in
order to combine the information. The “meta.extracted" section of a
document is used to store the simplified analysis results that are au-
tomatically synchronized with the Solr index, and can also be used
as inputs to other annotators (such as detected Named Entities as in-
put to speech recognition), to avoid the overhead of extracting that
information from the CAS on demand.

In its simplest form, the processes responsible for the data tran-
sitions are fully independent and poll the database periodically to
retrieve pending work. Those processes can then be implemented in
any language that can communicate comfortably with MongoDB.

5.3 Multimodal multilayer data integration and
enrichment

The integration of data from different analysis layers is usually done
by loading the CAS representations generated by different prior pro-
cesses and merging them as individual Views in a single CAS. Layers
that work on different representations, e.g. speaker recognition, au-
dio transcript and OCR, are aligned by using timestamps associated
with the segments or tokens. As a result, new integrated views can be
created, combining the different information layers. Metadata is also
enriched by adding information to existing annotations or creating
new ones, e.g. with information obtained from SPARQL DBpedia
lookups.

5.4 Indexing for scalable data-driven applications
The final applications do not use the information stored in MongoDB
directly, but rather access Solr indexes created from that information
to respond specifically to the types of queries needed by the appli-
cations. Those indexes are updated whenever new analysis results
are available for a given item, through the use of mongo-connector

which keeps the indexes always up-to-date with the content of the
“meta.source” and “meta.extracted” sections.

6 Standards and interoperability
EUMSSI uses established protocols and uses freely available and
widely used open source software as its underpinnings, in addition
to publishing in-project developments under permissive open source
licenses through popular platforms such as GitHub.

The API for external analysis components is REST-like and uses
JSON for communication, whereas the end applications access the
data through Solr’s REST-like API (which supports various result
formats). Metadata is represented using a vocabulary built upon
schema.org and the internal representations in UIMA use the DKPro
type system as a core. Entity linking is performed against the DBpe-
dia, thus yielding Linked Open Data URIs for entities and allowing
for the use of SPARQL and RDF to access additional information.

There is now a starting initiative to establish a “standard” type sys-
tem for UIMA, with initial conversations pointing towards building
upon the DKPro type system for this purpose. Various institutions
have expressed their interest in endorsing such a type system, lead-
ing to a major step forward in improving interoperability between
UIMA components from different sources.

7 Conclusions and future work
In the EUMSSI project we have developed a platform capable of han-
dling large amounts of multimedia, with support for online and of-
fline processing as well as the alignment and combination of different
information layers. The system includes many interactions between
different modalities, such as doing text analysis on speech recogni-
tion output, or adding Named Entities from surrounding text to the
vocabulary known to the ASR system, among others.

The platform has proven capable of handling millions of content
items on modest hardware, and is designed to allow for easily adding
capacity through horizontal scaling.

The source code of the platform and many of the analysis com-
ponents is publicly available at https://github.com/EUMSSI/. Ad-
ditional documentation can be found in the corresponding wiki at
https://github.com/EUMSSI/EUMSSI-platform/wiki.

ACKNOWLEDGEMENTS
The work presented in this article is being carried out within the
FP7-ICT-2013-10 STREP project EUMSSI under grant agreement
n◦ 611057, receiving funding from the European Union’s Seventh
Framework Programme managed by the REA-Research Executive
Agency http://ec.europa.eu/research/rea.

REFERENCES
[1] Richard Eckart de Castilho and Iryna Gurevych, ‘A broad-coverage

collection of portable nlp components for building shareable analysis
pipelines’, in Proceedings of the Workshop on Open Infrastructures and
Analysis Frameworks for HLT, pp. 1–11, Dublin, Ireland, (August 2014).
Association for Computational Linguistics and Dublin City University.

[2] Philip V. Ogren and Steven J. Bethard, ‘Building test suites for UIMA
components’, SETQA-NLP ’09 Proceedings of the Workshop on Soft-
ware Engineering, Testing, and Quality Assurance for Natural Language
Processing, 1–4, (June 2009).



Query-based Topic Detection Using Concepts and Named 
Entities 

Ilias Gialampoukidis1, Dimitris Liparas1, Stefanos Vrochidis1, and Ioannis Kompatsiaris1 

 
Abstract.1  In this paper, we present a framework for topic 
detection in news articles. The framework receives as input the 
results retrieved from a query-based search and clusters them by 
topic. To this end, the recently introduced “DBSCAN-Martingale” 

method for automatically estimating the number of topics and the 
well-established Latent Dirichlet Allocation topic modelling 
approach for the assignment of news articles into topics of interest, 
are utilized. Furthermore, the proposed query-based topic detection 
framework works on high-level textual features (such as concepts 
and named entities) that are extracted from news articles. Our topic 
detection approach is tackled as a text clustering task, without 
knowing the number of clusters and compares favorably to several 
text clustering approaches, in a public dataset of retrieved results, 
with respect to four representative queries. 

1 INTRODUCTION 

The need by both journalists and media monitoring companies to 
master large amounts of news articles produced on a daily basis, in 
order to identify and detect interesting topics and events, has 
highlighted the importance of the topic detection task. In general, 
topic detection aims at grouping together stories-documents that 
discuss about the same topic-event. Formally, a topic is defined in 
[1] as “a specific thing that happens at a specific time and place 
along with all necessary preconditions and unavoidable 
consequences”. It is clarified [1] that the notion of “topic” is not 

general like “accidents” but is limited to a specific collection of 

related events of the type accident, such as “cable car crash”. We 

shall refer to topics as news clusters, or simply clusters. 
The two main challenges involved in the topic detection 

problem are the following: one needs to (1) estimate the correct 
number of topics/news clusters and (2) assign the most similar 
news articles into clusters. In addition, the following assumptions 
must be made: Firstly, real data is highly noisy and the number of 
clusters is not known a priori. Secondly, there is a lower bound for 
the minimum number of documents per news cluster. 

In this context, we present and describe the hybrid clustering 
framework for topic detection, which has been developed within 
the FP7 MULTISENSOR project2. For a given query-based search, 
the main idea is to efficiently cluster the retrieved results, without 
the need for a pre-specified number of topics. To this end, the 
framework, recently introduced in [2], combines automatic 
estimation of the number of clusters and assignment of news 
articles into topics of interest, on the results of a text query. The 
estimation of the number of clusters is done by the novel 
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“DBSCAN-Martingale” method [2], which can deal with the 
aforementioned assumptions. All clusters are progressively 
extracted (by a density-based algorithm) by applying Doob’s 
martingale and then Latent Dirichlet Allocation is applied for the 
assignment of news articles to topics. Contrary to [2], the 
contribution of this paper is based on the fact that the overall 
framework relies on high-level textual features (concepts and 
named entities) that are extracted from the retrieved results of a 
textual query, and can assist any search engine. 

The rest of the paper is organized as follows: Section 2 provides 
related work with respect to topic detection, news clustering and 
density-based clustering. In Section 3, our framework for topic 
detection is presented and described. Section 4 discusses the 
experimental results from the application of our framework and 
several other clustering methods to four collections of text 
documents, related to four given queries, respectively. Finally, 
some concluding remarks are provided in Section 5. 

2 RELATED WORK 

Topic detection is traditionally considered as a clustering problem 
[3], due to the absence of training sets. The clustering task usually 
involves feature selection [4], spectral clustering [5] and k-means 
oriented [3] techniques, assuming mainly that the number of topics 
to be discovered is known a priori and there is no noise, i.e. news 
items that do not belong to any of the news clusters. Latent 
Dirichlet Allocation (LDA) is a popular approach for topic 
modelling for a given number of topics k [6]. LDA has been 
generalized to nonparametric Bayesian approaches, such as the 
hierarchical Dirichlet process [7] and DP-means [8], which predict 
the number of topics k. The extraction of the correct number of 
topics is equivalent to the estimation of the correct number of 
clusters in a dataset. The majority vote among 30 clustering indices 
has been proposed in [9] as an indicator for the number of clusters 
in a dataset. In contrast, we propose an alternative majority vote 
among 10 realizations of the “DBSCAN-Martingale”, which is a 

modification of the DBSCAN algorithm [10] with parameters the 
density level 𝜀 and a lower bound for the minimum number of 
points per cluster. However, the DBSCAN-Martingale [2] regards 
the density level 𝜀 as a random variable and the clusters are 
progressively extracted. We consider the general case, where the 
number of topics to be discovered is unknown and it is possible to 
have news articles which are not assigned to any topic. 

 Graph-based methods for event detection and multimodal 
clustering in social media streams have appeared in [11], where a 
graph clustering algorithm is applied on the graph of items. The 
decision, whether to link two items or not, is based on the output of 
a classifier, which assigns or not, the candidate items in the same 
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cluster. Contrary to this graph-based approach, we cluster news 
items in an unsupervised way.  

Density-based clustering does not require as input the number of 
topics. OPTICS [12] is very useful for the visualization of the 
cluster structure and for the optimal selection of the density level 𝜀. 
The OPTICS-ξ algorithm [12] requires an extra parameter ξ, which 
has to be manually set in order to find “dents” in the OPTICS 

reachability plot. The automatic extraction of clusters from the 
OPTICS reachability plot, as an extension of the OPTICS-ξ 

algorithm, has been presented in [13] and has been outperformed 
by HDBSCAN [14] in several datasets of any nature. In the context 
of news clustering, however, we shall examine whether some of 
these density-based algorithms perform well on the topic detection 
problem and by comparing them with our DBSCAN-Martingale, in 
terms of the number of estimated topics. All the aforementioned 
methods, which do not require the number of topics to be known a 
priori, are combined with LDA in order to examine whether the use 
of DBSCAN-Martingale (combined with LDA) provides the most 
efficient assignment of news articles to topics. 

3 TOPIC DETECTION USING CONCEPTS 
AND NAMED ENTITIES 

The MULTISENSOR framework for topic detection, which is 
presented in Figure 1, is approached as a news clustering problem, 
where the number of topics needs to be estimated. The overall 
framework is based on textual features, namely concepts and 
named entities. The number of topics k is estimated by DBSCAN-
Martingale and the assignment of news articles to topics is done 
using Latent Dirichlet Allocation (LDA). 

LDA has shown great performance in text clustering, given the 
number of topics. However, in realistic applications, the number of 
topics is unknown to the system. On the other hand, DBSCAN 
does not require as input the number of clusters, but its 
performance in text clustering is very weak, due to the fact that it 
assigns too much noise to the news article collection and this 
results in very limited performance [2]. Moreover, it is difficult to 
find a unique density level that can output all clusters. Thus, we 
keep only the number of clusters using density-based clustering 
and the assignment of documents to topics is done by the well-
performing LDA.  
 

Figure 1. The MULTISENSOR topic detection framework using 
DBSCAN-Martingale and LDA  

 

In our approach, the constructed DBSCAN-Martingale 
combines several density levels and is applied on high-level 
concepts and named entities. In the following, the construction of 
DBSCAN-Martingale is briefly reported. 

3.1 The DBSCAN-Martingale 

Given a collection of 𝑛 news articles, density-based clustering 
algorithms output clustering vector 𝐶 with values the cluster IDs 
𝐶[𝑗] for each news item 𝑗 = 1,2, … , 𝑛, where we denote by 𝐶[𝑗] 
the 𝑗-th element of a vector 𝐶. In case the 𝑗-th document is not 
assigned to any of the clusters, the 𝑗-th cluster ID is zero. 
Assuming that 𝐶𝐷𝐵𝑆𝐶𝐴𝑁(𝜀) is the clustering vector provided by the 
DBSCAN [10] algorithm for the density level 𝜀, the problem is to 
combine the results for several values of 𝜀, into one unique 
clustering result. To that end, a martingale construction has been 
presented in [2], where the density level 𝜀 is a random variable, 
uniformly sampled in a pre-defined interval. 
 

Figure 2. One realization of the DBSCAN-Martingale with T = 2 iterations 
and 3 topics detected [2] 

 
The DBSCAN-Martingale progressively updates the estimation 

of the number of clusters (topics), as shown in Figure 2, where 3 
topics are detected in 2 iterations of the process. Due to the 
randomness in the selection of the density levels 𝜀, it is likely that 
each realization of the DBSCAN-Martingale will output a random 
variable �̂� as an estimation of the number of clusters. Hence, we 
allow 10 realizations 𝑘1̂, 𝑘2̂, … , 𝑘10̂ and the final estimation of the 
number of clusters is the majority vote over them. An illustrative 
example of 5 clusters in the 2-dimensional plane is demonstrated in 
Figure 3. 
 

Figure 3. Example in the 2-dimensional plane and the histogram of results 
after 100 realizations of the DBSCAN-Martingale 



 
In brief, the DBSCAN-Martingale is mathematically formulated 

as follows. Firstly, a sample of size 𝑇 𝜀𝑡, 𝑡 = 1,2, … , 𝑇 is randomly 
generated in [0, 𝜀𝑚𝑎𝑥], where 𝜀𝑚𝑎𝑥 is an upper bound for the 
density levels. The sample of 𝜀𝑡, 𝑡 = 1,2, … , 𝑇 is then sorted in 
increasing order. For each density level 𝜀𝑡 we find the 
corresponding clustering vectors 𝐶𝐷𝐵𝑆𝐶𝐴𝑁(𝜀𝑡) for all stages 𝑡 =

1,2, … , 𝑇. In the first stage, all clusters detected by 𝐶𝐷𝐵𝑆𝐶𝐴𝑁(𝜀1) are 
kept, corresponding to the lowest density level 𝜀1. In the second 
stage (𝑡 = 2), some of the detected clusters by 𝐶𝐷𝐵𝑆𝐶𝐴𝑁(𝜀2) are new 
and some of them have also been detected by 𝐶𝐷𝐵𝑆𝐶𝐴𝑁(𝜀1). In order 
to keep only the newly detected clusters, we keep only groups of 
numbers of the same cluster ID with size greater than 𝑚𝑖𝑛𝑃𝑡s. 
Finally, the cluster IDs are relabelled and the maximum value of a 
clustering vector provides the number of clusters. 
Complexity: The DBSCAN-Martingale requires 𝑇 iterations of the 
DBSCAN algorithm, which runs in 𝒪(𝑛 log 𝑛) if a tree-based 
spatial index can be used and in 𝒪(𝑛2) without tree-based spatial 
indexing [12]. Therefore, the DBSCAN-Martingale runs 
in 𝒪(𝑇𝑛 log 𝑛) for tree-based indexed datasets and in 𝒪(𝑇𝑛2) 
without tree-based indexing. Our code3 is written in R4, using the 
dbscan5 package, which runs DBSCAN in 𝑂(𝑛 𝑙𝑜𝑔 𝑛) with kd-tree 
data structures for fast nearest neighbor search. 

3.2 Latent Dirichlet Allocation (LDA) 

LDA assumes a Bag-of-Words (BoW) representation of the 
collection of documents and each topic is a distribution over terms 
in a fixed vocabulary. LDA assigns probabilities to words and 
assumes that documents exhibit multiple topics, in order to assign a 
probability distribution on the set of documents. Finally, LDA 
assumes that the order of words does not matter and, therefore, 
LDA is not applicable to word 𝑛-grams for 𝑛 ≥ 2, but can be 
applied to named entities and concepts. This input allows topic 
detection even in multilingual corpora, where 𝑛-grams are not 
available in a common language. 

4 EXPERIMENTS 

In this Section, we describe our dataset and evaluate our method. 

4.1 Dataset description 

A part of the present MULTISENSOR database (in which articles 
crawled from international news websites are stored) was used for 
the evaluation of our query-based topic detection framework. We 
use the retrieved results for a given query in order to cluster them 
into labelled clusters (topics) without knowing the number of 
clusters. The concepts and named entities are extracted using the 
DBpedia spotlight6 online tool and the final concepts and named 
entities replaced the raw text of each news article. The final 
collection of text documents is available online7. 
The queries that were used for the experiments are the following: 

 energy crisis 
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 energy policy 

 home appliances 

 solar energy 

It should be noted that the aforementioned queries are 
considered representative, with respect to the use cases addressed 
by the MULTISENSOR project. The output of our topic detection 
framework can be visualized in Figure 4 for the query “home 

appliances”, where the retrieved results are clustered by 9 topics. 
The font size of the clusters’ labels depends on the particular word 
probability within each cluster. 

4.2 Evaluation results 

In order to evaluate the clustering of the retrieved news articles, we 
use the average precision (AP), broadly used in the context of 
information retrieval, clustering and classification. A document 𝑑 
of a cluster 𝐶 is considered relevant to 𝐶 (true positive), if at least 
one concept associated with document 𝑑 appears also in the label 
of cluster 𝐶. It should be noted that the labels of the clusters 
(topics) are provided by the concepts or named entities that have 
the highest probability (provided by LDA) within each topic. 
Precision is considered the fraction of relevant documents in a 
cluster and average precision is the average for all clusters of a 
query. Finally, we average the AP scores for all considered queries 
to obtain the Mean Average Precision (MAP). 

We compared the clustering performance of the proposed topic 
detection framework, in which the DBSCAN-Martingale algorithm 
(for estimating the number of topics) and LDA (for assigning news 
articles to topics) are employed, against a variety of well-known 
clustering approaches, which were also combined with LDA for a 
fair comparison. DP-means is a Dirichlet process and we used its 
implementation in R8. HDBSCAN is a hierarchical DBSCAN 
approach, which uses the “excess-of-mass” (EOM) approach to 

find the optimal cut. Nbclust is a majority vote of the first 16 
indices, which are all described in detail in [9]. 
 

Figure 4.  Demonstration of the MULTISENSOR topic detection 
framework 
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Table 1. Average Precision (± standard deviation) and Mean Average Precision over 10 runs of LDA using the estimated number of topics 

Index + LDA energy crisis energy policy home appliances solar energy MAP 

CH 0.5786±0.0425 0.5371±0.0357 0.5942±0.0282 0.5961±0.0347 0.5765 

Duda 0.4498±0.0671 0.5534±0.0457 0.4299±0.0237 0.4484±0.0067 0.4703 

Pseudo t^2 0.4498±0.0671 0.5534±0.0457 0.4299±0.0237 0.4484±0.0067 0.4703 

C-index 0.5786±0.0425 0.5371±0.0357 0.5942±0.0282 0.5961±0.0347 0.5765 

Ptbiserial 0.5786±0.0425 0.5371±0.0357 0.5942±0.0282 0.5961±0.0347 0.5765 

DB 0.5786±0.0425 0.5371±0.0357 0.5942±0.0282 0.5961±0.0347 0.5765 

Frey 0.3541±0.0181 0.3911±0.0033 0.3745±0.064 0.4484±0.0067 0.3920 

Hartigan 0.5938±0.0502 0.5336±0.0375 0.5942±0.0282 0.5961±0.0347 0.5794 

Ratkowsky 0.5357±0.0151 0.5371±0.0357 0.4962±0.0721 0.5375±0.0446 0.5266 

Ball 0.4207±0.0093 0.4501±0.0021 0.4975±0.016 0.4464±0.0614 0.4536 

McClain 0.5786±0.0425 0.5371±0.0357 0.3745±0.064 0.5961±0.0347 0.5215 

KL 0.5786±0.0425 0.5371±0.0357 0.5701±0.0145 0.5961±0.0347 0.5704 

Silhouette 0.5786±0.0425 0.5371±0.0357 0.5942±0.0282 0.5961±0.0347 0.5765 

Dunn 0.5786±0.0425 0.5371±0.0357 0.5942±0.0282 0.5961±0.0347 0.5765 

SDindex 0.3541±0.0181 0.3911±0.0033 0.5942±0.0282 0.4484±0.0067 0.4469 

SDbw 0.5786±0.0425 0.5371±0.0357 0.5942±0.0282 0.5961±0.0347 0.5765 

NbClust 0.5786±0.0425 0.5371±0.0357 0.5942±0.0282 0.5961±0.0347 0.5765 

DP-means 0.3541±0.0181 0.3911±0.0033 0.3745±0.064 0.4484±0.0067 0.3920 

HDBSCAN-EOM 0.4498±0.0671 0.3911±0.0033 0.5951±0.0184 0.5375±0.0446 0.4933 

DBSCAN-Martingale  0.7691±0.0328 0.5534±0.0457 0.6115±0.0225 0.6073±0.0303 0.6353 

 
Table 2. Estimation of the number of topics in the MULTISENSOR queries 

Index energy crisis energy policy home appliances solar energy 

CH 12 8 15 15 

Duda 4 4 3 2 

Pseudo t^2 4 4 3 2 

C-index 12 8 15 15 

Ptbiserial 12 8 15 15 

DB 12 8 15 15 

Frey 2 2 2 2 

Hartigan 11 7 15 15 

Ratkowsky 7 8 5 5 

Ball 3 3 3 3 

McClain 12 8 2 15 

KL 12 8 11 15 

Silhouette 12 8 15 15 

Dunn 12 8 15 15 

SDindex 2 2 15 2 

SDbw 12 8 15 15 

NbClust 12 8 15 15 

DP-means 2 2 2 2 

HDBSCAN-EOM 4 2 10 5 

DBSCAN-Martingale 6 4 9 10 

 
 

 



The AP scores per query and the MAP scores per method over 
10 runs of LDA are displayed in Table 1, for each estimation of the 
number of topics combined with LDA. In addition, the numbers of 
news clusters estimated by the considered clustering indices for 
each query are presented in Table 2. Looking at Table 1, we 
observe a relative increase of 9.65% in MAP, when our topic 
detection framework is compared to the second highest MAP score 
(by Hartigan+LDA) and a relative increase of 10.20%, when 
compared to the most recent approach (NbClust+LDA). 

In general, the proposed topic detection framework outperforms 
all the considered clustering approaches both in terms of AP 
(within each query) and in terms of MAP (overall performance for 
all queries), with the exception of the “energy policy” query, where 
the performance of our framework is matched by that of the Duda 
and Pseudo t^2 clustering indices. 

Finally, we evaluated the time performance of the DBSCAN-
Martingale method and we selected several baseline approaches in 
order to compare their processing time with that of our approach. 
In Figure 5, the number of news clusters is estimated for T =  5 
iterations for the DBSCAN-Martingale and for maximum number 
of clusters set to 15 for the indices Duda, Pseudo t^2, Silhouette, 
Dunn and SDindex. We observe that DBSCAN-Martingale is faster 
than all other methods. Even when it is applied to 500 documents, 
it is able to reach a decision about the number of clusters in 
approximately 0.4 seconds. 
 

Figure 5.  Time performance of DBSCAN-Martingale and several baseline 
approaches to estimate the number of news clusters 

5 CONCLUSIONS 

In this paper, we have presented a hybrid topic detection 
framework, developed for the purposes of the MULTISENSOR 
project. Given a query-based search, the framework clusters the 
retrieved results by topic, without the need to know the number of 
topics a priori. The framework employs the recently introduced 
DBSCAN-Martingale method for efficiently estimating the number 
of news clusters, coupled with Latent Dirichlet Allocation for 
assigning the news articles to topics. Our topic detection 
framework relies on high-level textual features that are extracted 
from the news articles, namely textual concepts and named entities. 
In addition, it is multimodal, since it fuses more than one sources 
of information from the same multimedia object. The query-based 
topic detection experiments have shown that our framework 
outperforms several well-known clustering methods, both in terms 
of Average Precision and Mean Average Precision. A direct 
comparison, by means of time performance, has shown that our 

approach is faster than several well-performing methods in the 
estimation of the number of clusters, given as input the same 
number of query-based retrieved news articles.  

As future work, we plan to investigate the behavior of our 
framework by introducing additional modalities/features, examine 
the application of alternative (other than LDA) text clustering 
approaches, as well as investigate the extraction of language-
agnostic concepts and named entities, something that could provide 
multilingual capabilities to our topic detection framework. 
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An active learning method for speaker identity
annotation in audio recordings

Broux Pierre-Alexandre1,2 and Doukhan David1 and Petitrenaud Simon2

and Meignier Sylvain1 and Carrive Jean2

Abstract. Given that manual annotation of speech is an expen-
sive and long process, we attempt in this paper to assist an anno-
tator to perform a speaker diarization. This assistance takes place in
an annotation background for a large amount of archives. We pro-
pose a method which decreases the intervention number of a human.
This method corrects a diarization by taking into account the human
interventions. The experiment is done using French broadcast TV
shows drawn from ANR-REPERE evaluation campaign. Our method
is mainly evaluated in terms of KSR (Keystroke Saving Rate), and we
reduce the number of actions needed to correct a speaker diarization
output by 6.8% in absolute value.

1 Introduction
The work presented in this paper has been realized to meet the needs
of the French national audiovisual institute3 (INA). INA is a public
institution in charge of the digitalization, preservation, distribution
and dissemination of the French audiovisual heritage. Annotations
related to speaker identity, together with speech transcription, meet
several use-cases. Temporal localization of speaker interventions can
be used to enhance the navigation within a media [12, 22]. It may
also be used to perform complex queries within media databases [5,
11, 19].

This article focuses on the realization of human-assisted speaker
diarization systems. Speaker diarization methods consist in estimat-
ing "who spoke when" in an audio stream [2]. This media structuring
process is an efficient pre-processing step, for instance to help seg-
menting a broadcast news into anchors and reports before manual
documentation processes. Speaker diarization algorithms are gener-
ally based on unsupervised machine learning methods [21], in charge
of estimating the number of speakers, and splitting the audio stream
into labelled speech segments assigned to hypothesized speakers.
Speaker identity and temporal localization is known to be a perti-
nent information for the access and exploitation of speech recordings
[5, 20]. However, the accuracy of automatic state-of-the-art speaker
recognition methods is still inadequate to be embedded into INA’s
archiving or media enhancement applications, and a human interven-
tion is required to obtain an optimal description of a speech archive.

Manual annotation of speech is a very expensive process. Nine
hours are required to perform the manual annotation corresponding
to one hour of spontaneous speech (speech transcription and speaker
identity). Previous studies have shown that the speech annotation

1 Computer science laboratory of the university of Maine (LIUM - EA 4023),
Le Mans, France

2 French National audiovisual institute (Ina), Paris, France
3
http://www.ina.fr

process may be sped-up using the output of automatic speech recog-
nition systems (ASR) together with speech turn annotations [3]. The
resulting annotation task consists in correcting the output of auto-
matic systems, instead of doing the whole annotation manually.

The model proposed in this paper is an active-learning extension
of this paradigm, applied to the speaker diarization task. Annota-
tor corrections are used in real-time to update the estimations of the
speaker diarization system. The aim of this update strategy is to lower
the amount of manual corrections to be done, which impact the time
spent in the interaction with the system. The quality of the annota-
tions obtained through this process should be maximal, with respect
to human abilities on speaker recognition tasks [13].

The paper is organized as follows: Section 2 presents the Human-
assisted speaker diarization system. Section 3 presents the corpus, the
metrics, whereas section 4 analyzes the results. Section 5 concludes
with a discussion of possible directions for future works.

2 Human-assisted speaker diarization system
The proposed speaker diarization prototype is aimed at interacting in
real-time with a human user, in charge of correcting the predictions
of the system. This system is aimed at producing high quality di-
arization annotations with a minimal human cost. Such system could
be used to speed-up the annotation process of any speech corpus re-
quiring temporal speaker information.

2.1 System overview
In the following description, we assume that an easy-to-use interface
is provided to the user, and that the speech segments are presented
together with the speech transcription. We also assume that the feed-
back of the user is limited to three actions:

1. The validation, when the speech segment has a correct speaker
label;

2. The speaker label modification, when the speech segment has an
incorrect speaker label;

3. The speaker label creation: for speakers encountered for the first
time in the recording.

Actions such as speech segment split, or speech segment boundaries
modifications are not taken into account in the scope of this paper.

Annotated speech segments corresponding to the whole recording
are presented to the annotator. The segment presentation order fol-
lows the temporal occurrence of the segments. This choice has been
made in order to ease the manual speaker recognition task, with the
assumption that the media chronology provides the annotator with a



better understanding of the speech material. The annotator has to cor-
rect, or validate the predictions of the diarization system. Our work-
ing paradigm is that a correction requires more time for the annotator
than a validation.

Figure 1 describes the proposed active-learning system. The sys-
tem consists in associating each annotator correction to a real-time
re-estimation of the labels of the remaining speech segments to be
presented. This method is aimed at improving the quality of the
next diarization predictions, resulting in a lower amount of correc-
tions to be done by the annotator, thus lowering the time required
for the manual correction. The system is composed of three main
steps, which will be detailed in the next sections. The two last steps
are repeated until all the segments are checked. Let us give a brief
description of these stages:

Initialization: an initial diarization is performed with a fully-
automatic speaker diarization system. This step can be time con-
suming and is performed offline.

User input: the annotator checks each segment, and validates or
corrects the speaker label before inspecting the next segment.

Real-time reassignment: the annotator modifications are associ-
ated to a re-evaluation of the speaker labels corresponding to the
next speech segments to be presented. The computations realized
during this step should be fast enough to allow real-time interac-
tion with a human user.

Initialization : Speaker diarization
(BIC clustering)

 Ground truth segmentation

User input
(validate or correct speaker label)

Real-time reassignment
(re-evalution of speaker label)

Correct speaker diarization 

Stage 3

Stage 1

Stage 2

Figure 1: Active-learning system

2.2 Initialization: speaker diarization
The speaker diarization system is inspired by the system described
in [2]. It was developed for the transcription and diarization tasks,
with the goal of minimizing both word error rate and speaker error
rate. It rests upon a segmentation and a hierarchical agglomerative
clustering. Furthermore, this system uses MFCC features as audio
descriptors [2, 7, 17].

The system is composed of a segmentation step followed with a
clustering step. Speaker diarization needs to produce homogeneous
speech segments. Errors such as having two distinct clusters (i.e.,
detected speakers) corresponding to the same real speaker could be
easily corrected by merging both clusters. In this article, we focus the

study on the clustering step and the segmentation step is based on a
perfect manual segmentation (ground truth).

The clustering algorithm is based upon a hierarchical agglomera-
tive clustering. The initial set of clusters is composed of one segment
per cluster. Each cluster is modeled by a Gaussian with a full co-
variance matrix. The �BIC measure (cf equation 1) is employed to
select the candidate clusters to group as well as to stop the merging
process. The two closest clusters i and j are merged at each iteration
until �BIC(i, j) > 0.

Let |⌃i|, |⌃j | and |⌃| be the determinants of gaussians associated
to the clusters i, j and i + j and � be a parameter to set up. The
penalty factor P (eq. 2) depends on d, the dimension of the features,
as well as on ni and nj , referring to the total length of cluster i and
cluster j respectively. The �BIC(i, j) measure between the clusters
i and j is then defined as follows:

�BIC(i, j) =

ni + nj

2

log |⌃|� ni

2

log |⌃i|�
nj

2

log |⌃j |��P,

(1)

with P =

1

2

✓
d+

d(d+ 1)

2

◆
+ log(ni + nj). (2)

This speaker diarization system is the first stage of most state-of-
the-art systems for TV or radio recording as the one based on GMM
or i-vectors[1, 8]. GMM and i-vectors are both statistical models
which represent audio data. The generated clusters have a high purity
(i.e. each cluster contains mostly only one speaker) and the system is
fast.

2.3 User input and Real-time reassignment

User input consists in validating, or correcting, the speaker labels es-
timated by the diarization system. The proposed active-learning strat-
egy consists in associating each correction, defined as a mismatch
between the speakers Ci and Cj , to the computation of new speaker
models, trained on the validated speech segments. The resulting mod-
els are based on a single gaussian, which is fast to compute, and
assumed to be more accurate than the models inferred during the ini-
tialization. These simple speaker models are then used to re-estimate
the �BIC distance with the remaining speech segments involved to
the last mismatch (segments attributed to Ci and Cj only).

Figure 2: Example of user-input and reassignment



An illustration of these interactions is provided in figure 2. In this
example, four speakers (A, B, C, D) have been inferred through the
automatic initialization step. The user has manually validated the
four first speech segments (S1...S4) before reporting a speaker label
modification for segment S5, tagged as speaker B instead of speaker
A. The resulting action of the active-learning system, consists to cre-
ate speaker models for the mismatching speakers only (A and B).
These models are used to re-estimate the labels of the remaining seg-
ments tagged with A or B (segments S7, S8 and S11), and may lead
to a speaker label modification (segment S11). Remaining speech
segments tagged with other labels (C and D) are not re-estimated.
The modified diarization is updated before the annotator moves to
the next segment S6. The process iterates until the last segments are
reached.

3 Evaluation

3.1 Corpus

Experiments were performed on TV recordings drawn from the cor-
pora of ANR-REPERE challenge4 . The ANR-REPERE is a chal-
lenge organized by the LNE (French national laboratory of metrol-
ogy and testing) and ELDA (Evaluations and Language resources
Distribution Agency) in 2010-2014. This challenge is a project in the
area of the multimedia recognition of people in television documents.
The aim is to find the identities of people who speak along with the
quoted and written names at each instant in a television show. The
data comes from two French channels (BFM and LCP). Shows were
recorded from two French digital terrestrial television channels.

The ANR-REPERE project has started since 2010 and evaluations
are set up in 2013 and 2014. In this paper, we merge the 2013 evalua-
tion corpus and the 2014 evaluation corpus to build the corpus called
REPERE in the below sections. The table 1 give us some statistics
about this corpus. The duration reported in table 1 shows that only a
part of the data is annotated and evaluated.

Statistics REPERE
Show number 15
Recording number 90
Recording time 34h30
Annotation time 13h11
Speaker number 571

Table 1: 2013-2014 news and debate TV recordings from REPERE corpus.

The current diarization systems are less efficient with spontaneous
speech mainly present in debates than with prepared speech from
news [6]. We have chosen this corpus because of the variety of the
shows. The corpus is balanced between prepared and spontaneous
speech and composed of street interviews, debates and news shows.

It is common to accept a ±250 millisecond tolerance on segment
boundaries for the recordings with prepared speech and far less for
the recordings with spontaneous speech. Having and using a refer-
ence segmentation for the segmentation step, we do not normally
have segmentation errors. Therefore, we do not use any tolerances
on segment boundaries.

Most of the diarization systems are not able to detected overlap
speech zones [4, 16, 24]. In the following described experiments,
we remove overlap speech from the evaluation and consider it as a

4
http://www.defi-repere.fr/

non-speech area. Figure 3 shows the segment duration after the su-
perposed speech deletion.
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Figure 3: Segment duration of REPERE corpus

3.2 Metrics

3.2.1 Diarization

The metric used to measure performance in the speaker diarization
task is the Diarization Error Rate (DER) [18]. DER was introduced
by NIST as the fraction of speaking time which is not attributed
to the correct speaker, using the best matching between references
and hypothesis speaker labels. The scoring tool is available in the
sidekit/s4d toolkit[14].

In order to evaluate the impact of a reassignment, we use the per-
centage of pure clusters with respect to the total number of clusters.
We also use the well-known purity as defined in [9] which is the ratio
between the number of frames by the dominating speaker in a cluster
and the total number of frames in this cluster. This measure is used
in order to evaluate the purity of hypothesis clusters according to the
assignment provided by reference clusters. To evaluate the action ap-
plied by a human, we simply use some counters. These counters will
be in the form of percentages in this paper.

3.2.2 Keystroke Saving Rate

The DER and the purity measure the quality of a diarization. The
evaluation of the user input is difficult, as the proposed metric needs
to be as much as possible reproducible and objective [10]. In our
case, the human interactions are simulated.

The proposed method is inspired from a previous work on com-
puter assisted transcription [15]. In this paper the authors proposed
to evaluate the human interactions with the Keystroke Saving Rate
(KSR) [23].

The KSR method has been developed for AAC (Augmentative
and Alternative Communication) systems, so that handicapped per-
sons can use it. It is computed according to the number of keyboard
strokes made by the user to write a message. In our case, the strokes
corresponds to the number of actions made by the annotator to cor-
rect the diarization. To compute the KSR, we assume that the anno-
tator will always choose the best strategy to minimize the number of
actions.



We suppose here that the annotator can make two kinds of actions
for a current segment: the reassignment to another cluster (reassign-
ment) or the assignment to a new cluster (creation). The annotator
can create a new cluster when the first segment of a given speaker is
checked. The number of creations in the whole document, denoted
by nc, is constant for any reassignment even if the threshold � in
equation 1 differs. Similarly the total number of segments reassigned
by the user is denoted by nr and the number of segments is ns. We
define the KSR as the ratio of the sum of the numbers of created clus-
ters and the reassigned segments nr given the number of segments in
the initial diarization (equation 3):

KSR =

nc + nr

ns
⇥ 100. (3)

A KSR equal to 0% corresponds to a perfect speaker diarization in
which each segment is assigned to the true corresponding speaker. In
this case, the annotator does not reassign any segments. Conversely,
a KSR equal to 100% corresponds to the worse speaker diarization in
which each segment is assigned to the wrong speaker. Therefore, the
annotator needs to change the assignment of all the segments, if the
corrections are not gradually propagated in the rest of the document.

4 Results
4.1 Speaker diarization

Figure 4: Initial diarization: DER, % of pure clusters and average cluster
purity

The speaker diarization is based on hierarchical clustering where
each speaker is modeled by a gaussian with a full covariance com-
puted over acoustic features. The acoustic features are composed of
12 MFCCs with energy, and are not normalized (the background
channel helps to segment and cluster the speaker) [2, 7, 17].

As mentioned previously, we use the ground truth segmentation
as input of the clustering algorithm (corresponding to the stage 1 in
figure 1) and the overlapping speaker segments are removed in the
ground truth.

Figure 4 shows the DER of the speaker diarization for different �
thresholds (cf. equation 1). The lower DER is 9.9% for a � threshold
of 4.0. Compared to literature [8], this DER is rather low, which is
mainly due to ground truth segmentation: the segments contain the
voice of a single speaker, overlap segments are removed, as well as
there are no missed speech and no false alarm speech segments.

4.2 Active-learning system
In our experiments, the human annotator is simulated with the ground
truth speaker annotations. The main objective is to decrease the num-

Figure 5: KSR

ber of actions performed by an annotator to obtain a perfect diariza-
tion. To reach this goal, we compare the KSR obtained with or with-
out the human corrections taken into consideration (i.e. with or with-
out an active-learning reassignment) using various � thresholds for
the speaker diarization.

The real-time segment reassignment stage (stage 3 in figure 1) uses
the same parameters as the initial diarization: 12MFCC+energy, full
covariance gaussian and BIC metric to label the unchecked segments
.

Figure 5 gives the KSR of the system with real-time reassignment
(including stages 2 & 3) and the system without real-time reassign-
ment (including stage 2 only). The KSR decreases until � = 3.5

in both systems and increases when � is upper. The KSR is 56.5%

and 49.7% respectively without reassignment and with reassignment
when � is equal to 3.5. About half segments are manually corrected
(49.7%) and the 6.8% in absolute value are reassigned to the correct
speaker automatically after a user correction.

In the most favorable case when � is at 3.5, the DER is low, about
10% and the average cluster purity is equal to 90%. In the same time,
only 60% of the clusters are 100% pure (cf. figure 4). The difference
between these indicators can be explained by the fact that, unlike
the DER, the KSR does not take into account the duration of the
segments . Most of the errors come from the small segments, and
these ones are numerous (cf. figure 3).

The KSR remains almost static when � is greater than 3.5 in the
system with reassignment, whereas the choice of the parameter � is
more critical to minimize the number of actions in the system without
reassignment. Finally, one can notice that the system with reassign-
ment always obtains a lower KSR whatever the � value, except for
� = 0 where the KSR is equal to 100% in both cases.
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Figure 6: Time of reassignment after each user correction.



After each user correction, the unchecked segments are clustered
again in the reassignment stage. The process is generally fast, since
the duration takes less than 0.03 second in 95% of cases, so it is
interesting to notice that this stage could be done in real time without
any impact on the user interface (figure 6).

5 Conclusion & prospects

In this paper, we attempt to find a way to help a human to segment
and cluster the speakers in an audio or audio-visual document. We
propose a method that takes into consideration the annotator correc-
tions by modifying the allocation of the unchecked segments. The
proposed computer assisted method allows us to obtain a notice-
able reduction in the number of required corrections. Not only is our
method effective, but the corrections are also made quickly. Thanks
to its fast treatment, this could be applied in a real application with-
out impacting the reactivity of the interface and without increasing
the work intensity of the annotator.

Some future improvements should be done on the base of this pre-
liminary work. Firstly, we plan to minimize the number of user ac-
tions by applying a constrained clustering to reassign all unchecked
segments and to create or delete clusters. Another improvement
would be to integrate the automatic segmentation in the correction
process.

6 Acknowledgments

This research was partially supported by the European Commis-
sion, as part of the Event Understanding through Multimodal Social
Stream Interpretation (EUMSSI) project (contract number FP7-ICT-
2013-10) in which the LIUM is involved.

References
[1] X. Anguera, S. Bozonnet, N. Evans, C. Fredouille, G. Friedland, and

O. Vinyals, ‘Speaker diarization: A review of recent research’, 20(2),
356–370, (Feb 2012).

[2] C. Barras, X. Zhu, S. Meignier, and J.L. Gauvain, ‘Multi-stage speaker
diarization of broadcast news’, IEEE Transactions on Audio, Speech
and Language Processing, 14(5), 1505–1512, (2006).

[3] Thierry Bazillon, Yannick Estève, and Daniel Luzzati, ‘Transcription
manuelle vs assistée de la parole préparé et spontanée’, Revue TAL,
(2008).

[4] Kofi Boakye, Beatriz Trueba-Hornero, Oriol Vinyals, and Gerald Fried-
land, ‘Overlapped speech detection for improved speaker diarization
in multiparty meetings’, in Acoustics, Speech and Signal Processing,
2008. ICASSP 2008. IEEE International Conference on, pp. 4353–
4356. IEEE, (2008).

[5] Mbarek Charhad, Daniel Moraru, Stéphane Ayache, and Georges
Quénot, ‘Speaker identity indexing in audio-visual documents’, in
Content-Based Multimedia Indexing (CBMI2005), (2005).

[6] Ruchard Dufour, Vincent Jousse, Yannick Estève, Fréderic Béchet, and
Georges Linarès, ‘Spontaneous speech characterization and detection
in large audio database’, SPECOM, St. Petersburg, (2009).

[7] Grégor Dupuy, Les collections volumineuses de documents audiovi-
suels: segmentation et regroupement en locuteurs, Ph.D. dissertation,
Université du Maine, 2015.

[8] Grégor Dupuy, Sylvain Meignier, Paul Deléglise, and Yannick Es-
teve, ‘Recent improvements on ilp-based clustering for broadcast news
speaker diarization’, in Proc. Odyssey Workshop, (2014).

[9] Jean-Luc Gauvain, Lori Lamel, and Gilles Adda, ‘Partitioning and tran-
scription of broadcast news data.’, in ICSLP, volume 98, pp. 1335–
1338, (1998).

[10] Edouard Geoffrois, ‘Evaluating interactive system adaptation’, in The
International Conference on Language Resources and Evaluation,
(2016).

[11] Jerry Goldman, Steve Renals, Steven Bird, Franciska De Jong, Mar-
cello Federico, Carl Fleischhauer, Mark Kornbluh, Lori Lamel, Dou-
glas W Oard, Claire Stewart, et al., ‘Accessing the spoken word’, Inter-
national Journal on Digital Libraries, 5(4), 287–298, (2005).

[12] Nicolas Hervé, Pierre Letessier, Mathieu Derval, and Hakim Nabi,
‘Amalia.js: An open-source metadata driven html5 multimedia player’,
in Proceedings of the 23rd Annual ACM Conference on Multimedia
Conference, MM ’15, pp. 709–712, New York, NY, USA, (2015).
ACM.

[13] Juliette Kahn, Parole de locuteur: performance et confiance en identifi-
cation biométrique vocale, Ph.D. dissertation, Avignon, 2011.

[14] Anthony Larcher, Kong Aik Lee, and Sylvain Meignier, ‘An extensible
speaker identification sidekit in python’, in 2016 IEEE International
Conference on Acoustics, Speech and Signal Processing (ICASSP), pp.
5095–5099. IEEE, (2016).

[15] Antoine Laurent, Sylvain Meignier, Teva Merlin, and Paul Deléglise,
‘Computer-assisted transcription of speech based on confusion network
reordering’, in Acoustics, Speech and Signal Processing (ICASSP),
2011 IEEE International Conference on, pp. 4884–4887. IEEE, (2011).

[16] Xavier Anguera Miro, Simon Bozonnet, Nicholas Evans, Corinne Fre-
douille, Gerald Friedland, and Oriol Vinyals, ‘Speaker diarization: A
review of recent research’, Audio, Speech, and Language Processing,
IEEE Transactions on, 20(2), 356–370, (2012).

[17] Lindasalwa Muda, Mumtaj Begam, and I Elamvazuthi, ‘Voice
recognition algorithms using mel frequency cepstral coefficient
(mfcc) and dynamic time warping (dtw) techniques’, arXiv preprint
arXiv:1003.4083, (2010).

[18] NIST. The rich transcription spring 2003 (RT-03S) evaluation
plan. http://www.itl.nist.gov/iad/mig/tests/rt/

2003-spring/docs/rt03-spring-eval-plan-v4.pdf,
February 2003.

[19] Roeland Ordelman, Franciska De Jong, and Martha Larson, ‘Enhanced
multimedia content access and exploitation using semantic speech re-
trieval’, in Semantic Computing, 2009. ICSC’09. IEEE International
Conference on, pp. 521–528. IEEE, (2009).

[20] Julien Pinquier and Régine André-Obrecht, ‘Audio indexing: primary
components retrieval’, Multimedia tools and applications, 30(3), 313–
330, (2006).

[21] Sue E Tranter and Douglas A Reynolds, ‘An overview of automatic
speaker diarization systems’, IEEE Transactions on Audio, Speech, and
Language Processing, 14(5), 1557–1565, (2006).

[22] Félicien Vallet, Jim Uro, Jérémy Andriamakaoly, Hakim Nabi, Math-
ieu Derval, and Jean Carrive, ‘Speech trax: A bottom to the top ap-
proach for speaker tracking and indexing in an archiving context’, in
Proceedings of the Tenth International Conference on Language Re-
sources and Evaluation (LREC). European Language Resources Asso-
ciation (ELRA), (2016).

[23] Matthew EJ Wood and Eric Lewis, ‘Windmill-the use of a parsing al-
gorithm to produce predictions for disabled persons’, PROCEEDINGS-
INSTITUTE OF ACOUSTICS, 18, 315–322, (1996).

[24] Martin Zelenák and Javier Hernando, ‘The detection of overlapping
speech with prosodic features for speaker diarization.’, in INTER-
SPEECH, pp. 1041–1044, (2011).



Recent improvements on error detection for automatic
speech recognition

Yannick Estève and Sahar Ghannay and Nathalie Camelin1

Abstract.
Automatic speech recognition(ASR) offers the ability to access the

semantic content present in spoken language within audio and video
documents. While acoustic models based on deep neural networks
have recently significantly improved the performances of ASR sys-
tems, automatic transcriptions still contain errors. Errors perturb the
exploitation of these ASR outputs by introducing noise to the text.
To reduce this noise, it is possible to apply an ASR error detection in
order to remove recognized words labelled as errors.

This paper presents an approach that reaches very good results,
better than previous state-of-the-art approaches. This work is based
on a neural approach, and more especially on a study targeted to
acoustic and linguistic word embeddings, that are representations of
words in a continuous space.

In comparison to the previous state-of-the-art approach which
were based on Conditional Random Fields, our approach reduces the
classification error rate by 7.2%.

1 Introduction

The advancement in the speech processing field and the availabil-
ity of powerful computing devices have led to better performance in
the speech recognition domain. However, recognition errors are still
unavoidable, whatever the quality of the ASR systems. This reflects
their sensitivity to the variability: the acoustic environment, speaker,
language styles and the theme of the speech. These errors can have a
considerable impact on the application of certain automatic processes
such as information retrieval, speech to speech translation, etc.

The encountered errors can be due to a misinterpretation of the
signal. For example, the noise associated with the sound of the en-
vironment or a problem with the quality of recording channel is in-
terpreted as speech by the system. One of the source of errors may
also come from a mispronunciation of a word, a non respect speech
turn when two speakers are involved at the same time also creates a
disturbance of the sound signal.

The efficient generation of speech transcriptions in any condition
(e.g. noise free environment, etc.) remains the ultimate goal, which is
not already solved. Error detection can help to improve the exploita-
tion of ASR outputs by downstream applications, but is a difficult
task given the fact that there are several types of errors, which can
range from the simple substitution of a word with a homophone to
the insertion of an irrelevant word for the overall understanding of
the sequence of words. They can also affect neighboring words and
create a whole area of erroneous words.

1 LIUM - University of Le Mans, France, email: name.surname@univ-
lemans.fr

Error detection can be performed in three steps: first, generating a
set of features that are based on ASR system or gathered from other
source of knowledge. Then, based on these features, estimating cor-
rectness probabilities (confidence measures). Finally, a decision is
made by applying a threshold on these probabilities.

Many studies focus on the ASR error detection. In [14], authors
have applied the detection capability for filtering data for unsuper-
vised learning of an acoustic model. Their approach was based on
applying two thresholds on the linear combination of two confi-
dence measures. The first one, was derived from language model and
takes into account backoff behavior during the ASR decoding. This
measure is different from the language model score, because it pro-
vides information about the word context. The second is the posterior
probability extracted from the confusion network. In [5], authors ad-
dressed the issue of error region detection and characterization in
Large Vocabulary Continuous Speech Recognition (LVCSR) tran-
scriptions. They proposed to classify error regions in four classes,
in particular, they are interested in a person noun error which is a
critical information in many information retrieval applications. They
proposed several sequential detection, classification approaches and
an integrated sequence labeling approach. The ASR error detection
problem is related to the Out Of Vocabulary (OOV) detection task,
considering that OOV errors behavior and impact differ from other
errors, assuming that OOV words contribute to recognition errors on
surrounding words. Many studies focused on detecting OOV errors.
More recently, in [17], authors have also focused on detecting er-
ror regions generated by OOV words. They proposed an approach
based on CRF tagger, which takes into account contextual informa-
tion from neighboring regions instead of considering only the local
region of OOV words. This approach leads to significant improve-
ment compared to state of the art. The generalization of this ap-
proach for other ASR errors was presented in [1], which proposes
an error detection system based on CRF tagger using various ASR,
lexical and syntactic features. Their experiments that are performed
on two corpora in English for the DARPA BOLT project showed
the validity of this approach for the detection of important errors.
In [18], new features gathered from other knowledge sources than
the decoder itself were explored for ASR error detection, which are
a binary feature that compares the outputs from two different ASR
systems (word by word), a feature based on the number of hits of the
hypothesized bigrams, obtained by queries entered into a very popu-
lar Web search engine, and finally a feature related to automatically
infered topics at sentence and word levels. Two out of three new fea-
tures, a binary word match feature and a bigram hit feature, led to
significant improvements, with a maximum entropy model and CRF
with linear-chain conditional random fields, comparing to a base-
line using only decoder-based features. A neural network classifier



trained to locate errors in an utterance using a variety of features
is presented in [20]. Two approaches are proposed to extract confi-
dence measures : the first one, is based on Recurrent Neural network
Language Model (RNNLM) features to capture long-distance con-
text within and across previous utterances. The second one, consist
of combining complementary state-of-the-art DNN and GMM ASR
for effective error detection, by leveraging DNN and GMM confu-
sion networks that store word confusion information from multiple
systems for feature extraction.

The ASR error detection method presented in this paper is based
on incorporating a set of features in the confidence classifier built on
neural network architectures, including MLP and DNN, which is in
charge to attribute a label (error or correct) for each word of an ASR
hypothesis.

A combination approach based on the use of an auto encoder is
applied to combine well-known word embeddings: this combination
helps to take benefit from the complementarities of these different
word embeddings, as recently shown in one of our previous studies
[10].

2 ASR error detection based on word embeddings

The error detection system has to attribute the label correct or er-
ror to each word in the ASR transcript. Each decision is based on a
set of heterogeneous features. In our approach, this classification is
performed by analyzing each recognized word within its context.

The proposed ASR error detection system is based on a feed for-
ward neural network and is designed to be fed by different kinds of
features, including word embeddings.

2.1 Architecture

This ASR error detection system is based on a multi-stream strat-
egy to train the network, named multilayer perceptron multi stream
(MLP-MS). The MLP-MS architecture is used in order to better in-
tegrate the contextual information from neighboring words. This ar-
chitecture is inspired by [7] where word and semantic features are
integrated for topic identification in telephone conversations. The
training of the MLP-MS is based on pre-training the hidden layers
separately and then fine tuning the whole network. The proposed ar-
chitecture, depicted in Figure 1, is detailed as follows: three feature
vectors are used as input to the network – feature vectors are de-
scribed in the next section. These vectors are respectively the feature
vector representing the two left words (L), the feature vector repre-
senting the current word (W) and the feature vector for the two right
words (R). Each feature vector is used separately in order to train a
multilayer perceptron (MLP) with a single hidden layer. Formally,
the architecture is described by the following equations:

H1,X = f(P1,X ×X + b1,X) (1)

where X represents respectively the three feature vectors (L,W and
R), Pi is the weight matrix and bi is the bias vector.
The resulting vectors H1,L, H1,W and H1,R are concatenated to
form the first hidden layer H1. The H1 vector is presented as the
input of the second MLP-MS hidden layer H2 computed according
to the equation:

H2 = g(P2 ×H1 + b2) (2)

Finally, the output layer is a vector Ok of k=2 nodes corresponding
to the 2 labels correct and error:

Ok = q(PO ×H2 + bO) (3)

Note that in our experiments f and g are respectively rectified linear
units (ReLU ) and hyperbolic tangent (tanh) activation functions,
and q is the softmax function.

output

H2

H1-L H1-W H1-R

Wi-2 Wi-1 Wi Wi+1 Wi+2

Figure 1. MLP-MS architecture for ASR error detection task.

2.2 Feature vectors

In this section, we describe the features collected for each word and
how they are extracted. Some of these features are nearly the same
as the ones presented in [1]. The word feature vector is the concate-
nation of the following features:

• ASR confidence scores: confidence scores are the posterior prob-
abilities generated from the ASR system (PAP). The word pos-
terior probability is computed over confusion networks, which is
approximated by the sum of the posterior probabilities of all tran-
sitions through the word that are in competition with it.

• Lexical features: lexical features are derived from the word hy-
pothesis output from the ASR system. They include the word
length that represents the number of letters in the word, and three
binary features indicating if the three 3-grams containing the cur-
rent word have been seen in the training corpus of the ASR lan-
guage model.

• Syntactic features: we obtain syntactic features by automatically
assigning part-of-speech tags (POS tags), dependency labels –
such label is a grammatical relation held between a governor
(head) and a dependent –, and word governors, which are ex-
tracted from the word hypothesis output by using the MACAON
NLP Tool chain2 [16] to process the ASR outputs.

• Linguistic word representation (embedding or symbol): The
orthographic representation of a word is used in CRF approaches
as for instance in [2]. Using our neural approach we can handle
different word embeddings, which permits us to take advantage of
the generalizations extracted during the construction of the con-
tinuous vectors.

• Acoustic word embeddings: these vectors represents the pronun-
ciation of a word as a projection in a space with high dimension.
Words projected into a close area are words acoustically simi-
lar [3].

2 http://macaon.lif.univ-mrs.fr



2.3 Linguistic word embeddings: a
combination-based approach

Different approaches have been proposed to create word embeddings
through neural networks. These approaches can differ in the type of
the architecture and the data used to train the model. In this study, we
distinguish two categories of word embeddings: the ones estimated
on unlabeled data, and others estimated on labeled data (dependency-
based word embeddings). These representations are detailed respec-
tively in the next subsections.

2.3.1 Word embeddings based on unlabeled data

This section presents three types of word embeddings coming from
two available implementations (word2vec [15] and GloVe [19]):

• Skip-gram: This architecture from [15] takes as input the target
word wi and outputs the preceding and the following words.
The target word Wi is at the input layer, and the context words
C are at the output layer. It consists on predicting the contextual
words C given the current word wi.
The skip-gram model with negative sampling seeks to repre-
sent each word Wi and each context C as d-dimensional vectors
(VWwi,VC ) in order to have similar vector representations for sim-
ilar words. This is done by maximizing the dot product VWwi.VC

associated with the good word-context pairs that occur in the doc-
ument D and minimize it for negative examples, that do not neces-
sarily exist in D. These negative examples are created by stochas-
tically corrupting the pairs (Wi, C), thus the name negative sam-
pling.
Also, the context is not limited to the immediate context, and train-
ing instances can be created by skipping a constant number of
words in its context, for instance, wi−3 , wi−4 , wi+3 , wi+4 , hence
the name skip-gram.

• GloVe: This approach is introduced by [19], and relies on con-
structing a global co-occurrence matrix X of words, by process-
ing the corpus using a sliding context window. Here, each element
Xij represents the number of times the word j appears in the con-
text of word i.
The model is based on the global co-occurrence matrix X instead
of the actual corpus, thus the name GloVe, for Global Vectors.
This model seeks to build vectors Vi and Vj that retain some useful
information about how every pair of words i and j co-occur, such
as:

V T
i Vj + bi + bj = logXij (4)

where bi and bj are the bias terms associated with words i and j,
respectively.
This is accomplished by minimizing a cost function J , which eval-
uates the sum of all squared errors:

J =
∑∑

f(Xij)(V
T
i Vj + bi + bj − logXij)

2 (5)

where f is weighting function which is used to prevent learning
only from very common word pairs. The authors define the f as
follows [19]:

f(Xij) =

{
Xij

Xmax
if Xij < Xmax

1 otherwise

2.3.2 Dependency-based word embeddings

Levy et al. [13] proposed an extension of word2vec, called
word2vecf and denoted w2vf-deps, which allows to replace linear
bag-of-words contexts with arbitrary features.

This model is a generalization of the skip-gram model with neg-
ative sampling introduced by [15], and it requires labeled data for
training. As in [13], we derive contexts from dependency trees: a
word is used to predict its governor and dependents, jointly with their
dependency labels. This effectively allows for variable window size.

2.3.3 Word embedding combination

In the framework of this work, we have experimented different ways
to combine the word embeddings presented above. Like described in
a previous paper [10], the use of an auto encoder is very effective.

3 Acoustic word embeddings
3.1 Building acoustic word embeddings
The approach we used to build acoustic word embeddings is inspired
from the one proposed in [3]. Word embeddings are trained through
a deep neural architecture, depicted in figure 2, which relies on a
convolutional neural network (CNN) classifier over words and on a
deep neural network (DNN) trained by using a triplet ranking loss [3,
21, 22]. This architecture was proposed in [3] with the purpose to use
the scores derived from the word classifier for lattice rescoring. The
two architectures are trained using different inputs: speech signal and
orthographic representation of the word.

convolution 
and max 
pooling 
layers

fully 
connected 

layers

Triplet Ranking Loss
DNNCNN

Embedding w+

 O+

Softmax

 O-

Embedding w-Embedding s

Lookup 
table

Word 

Letter n-grams

Wrong word 

Letter n-grams

...... .. .. .. .. .. .. ...... .. .. .. .. .. ..

Figure 2. Deep architecture used to train acoustic word embeddings.

The CNN is trained to predict a word given an acoustic sequence
of T frames as input. It is composed of a number of convolution
and pooling layers, followed by a number of fully connected layers
which feeds into the final softmax layer. The final fully connected
layer just below the softmax one is called embedding layer s (it was
called e in [3]). It contains a compact representation of the acoustic
signal. This representation tends to preserve acoustic similarity be-
tween words, such that words are close in this space if they sound
alike.

The idea behind using the second architecture is to be able to build
an acoustic word embedding from orthographic word representation,
especially in order to get an acoustic word embeddings for words not
already observed in an audio speech signal. More, a such acoustic



word embedding derived from an orthographic representation can be
perceived as a canonical acoustic representation for a word, since
different prononciations imply different embeddings s.

Like in [3], orthographic word representation consists on a bag of
n-grams (n ≤ 3) of letters, composed of 10222 trigrams, bigrams,
and unigrams of letters, including special symbols [ and ] to specify
the start and the end of a word. Then, we use an auto-encoder to re-
duce the size of this bag of n-grams vector to d-dimension. To check
the performance of the resulting orthographic representation, a neural
network is trained to predict a word given this orthographic represen-
tation. It reaches 99.99% of accuracy on the training set composed of
52k words of the vocabulary, showing the richness of this represen-
tation.

Similar to [3], a DNN was trained by using the triplet ranking
loss [3, 21, 22] in order to project the orthographic word representa-
tion to the acoustic embeddings s obtained from the CNN architec-
ture, which is trained independently. It takes as input a word ortho-
graphic representation and outputs an embedding vector of the same
size as s. During the training process, this model takes as inputs the
acoustic embedding s selected randomly from the training set, the
orthographic representation of the matching word o+, and the ortho-
graphic representation of a randomly selected word different to the
first word o−. These two orthographic representations supply shared
parameters in the DNN.

We call t = (s,w+,w−) a triplet, where s is the acoustic signal
embedding, w+ is the embedding obtained through the DNN for the
matching word, while w− is the embedding obtained for the wrong
word. The triplet ranking loss is defined as:

Loss = max(0,m− Simdot(s, w
+) + Simdot(s, w

−)) (6)

where Simdot(x, y) is the dot product function used to compute the
similarity between two vectors x and y, and m is a margin param-
eter that regularizes the margin between the two pairs of similarity
Simdot(s,w+) and Simdot(s,w−). This loss is weighted according
to the rank in the CNN output of the word matching the audio signal.

The resulting trained model can then be used to build an acous-
tic embedding (w+) from any word, as long as one can extract an
orthographic representation from it.

3.2 Experiments
3.2.1 Experimental data

Experimental data for ASR error detection is based on the entire of-
ficial ETAPE corpus [11], composed by audio recordings of French
broadcast news shows, with manual transcriptions (reference). This
corpus is enriched with automatic transcriptions generated by the
LIUM ASR system, which is a multi-pass system based on the CMU
Sphinx decoder, using GMM/HMM acoustic models. This ASR sys-
tem won the ETAPE evaluation campaign in 2012. A detailed de-
scription is presented in [4].

The automatic transcriptions have been aligned with reference
transcriptions using the sclite3 tool. From this alignment, each word
in the corpora has been labeled as correct (C) or error (E). The de-
scription of the experimental data, in terms of size, word error rate
(WER) as well as percentage of substitution (Sub), deletion (Del)
and insertion (Ins), is reported in Table 1.

The performance of the proposed approach is compared with a
state-of-the-art system based on CRFs [2] provided by the Wapiti tag-

3 http://www.icsi.berkeley.edu/Speech/docs/sctk-1.2/sclite.htm

Name #words #words WER Sub Del Ins
ref hyp

Train 349K 316K 25.3 10.3 12.0 3.1
Dev 54K 50K 24.6 10.3 11.0 3.3
Test 58K 53K 21.9 8.3 10.9 2.7

Table 1. Description of the experimental corpus.

ger4 [12] and applied to the set of features presented in Section 2.2.
The ASR error detection systems (MLP-MS and CRF) are trained
on the training corpus (Train) and are applied on the test (Test) set.
The development set (Dev) was used to tune all the parameters: the
learning rate, the batch size and the hidden layers size of MLP-MS,
and the features template of CRF, that describes which features are
used in training and testing.

The performance is evaluated by using recall (R), precision (P)
and F-measure (F) for the misrecognized word prediction and global
Classification Error Rate (CER). CER is defined as the ratio of the
number of misclassifications over the number of recognized words.

The linguistic word embedding described in Section 2.3 are made
of 200 dimensions. They were computed from a large textual corpus,
composed of about 2 billions of words. This corpus was built from
articles of the French newspaper “Le Monde”, the French Gigaword
corpus, articles provided by Google News, and manual transcriptions
of about 400 hours of French broadcast news.

The training set for the convolutional neural network used to
compute acoustic word embedding consists of 488 hours of French
Broadcast News with manual transcriptions. This dataset is com-
posed of data coming from the ESTER1 [8], ESTER2 [9] and
EPAC [6] corpora.

It contains 52k unique words that are seen at least twice each in
the corpus. All of them corresponds to a total of 5.75 millions occur-
rences. In French language, many words have the same pronunciation
without sharing the same spelling, and they can have different mean-
ings; e.g. the sound [so] corresponds to four homophones: sot (fool),
saut (jump), sceau (seal) and seau (bucket), and twice more by tak-
ing into account their plural forms that have the same pronunciation:
sots, sauts, sceaux, and seaux. When a CNN is trained to predict a
word given an acoustic sequence, these frequent homophones can
introduce a bias to evaluate the recognition error. To avoid this, we
merged all the homophones existing among the 52k unique words of
the training corpus. As a result, we obtained a new reduced dictionary
containing 45k words and classes of homophones.

Acoustic features provided to the CNN are log-filterbanks, com-
puted every 10ms over a 25ms window yielding a 23-dimension vec-
tor for each frame. A forced alignment between manual transcrip-
tions and speech signal was performed on the training set in order
to detect word boundaries. The statistics computed from this align-
ment reveal that 99% of words are shorter than 1 second. Hence we
decided to represent each word by 100 frames, thus, by a vector of
2300 dimensions. When words are shorter they are padded with zero
equally on both ends, while longer words are cut equally on both
ends.

3.2.2 Experimental results

Experimental results are summarized in Table 2. In terms of global
classification error rate, the proposed neural approach outperforms

4 http://wapiti.limsi.fr



the CRF, especially by using a combination of embeddings. It yields
5.8% of CER reduction compared to CRF by using only linguistic
word embedding. By using also acoustic word embeddings, the CER
reduction reached 7.2%. One can also notice that the use of an auto
encoder to combine word embeddings is really useful to capture com-
plementarities of different single linguistic word embeddings.

Word Label error Global
Approach Represent. P R F CER

CRF (baseline) discrete 67.69 54.74 60.53 8.56
Neural w2vf-deps 71.90 50.98 59.66 8.26

with single Skip-gram 74.45 46.75 57.44 8.30
ling. word embed. GloVe 72.16 46.97 56.90 8.53

Neural with w2vf-deps
ling. word embed. ⊕ Skip-gram 69.66 57.89 63.23 8.07

combination ⊕ GloVe
Neural with w2vf-deps

ling. word embed. ⊕ Skip-gram 70.09 58.92 64.02 7.94
combination and ⊕ GloVe

acoustic word embed. + s + w+

Table 2. Comparison of the use of different types of word embeddings in
MLP-MS error detection system on Test corpus.

4 Conclusion

In this paper, we have investigated the use of a neural network to
detect ASR error. Specifically, we proposed to effectively represent
words through linguistic and acoustic word embeddings.

Experiments were made on automatic transcriptions generated by
LIUM ASR system applied on the ETAPE corpus (French broadcast
news). They show that the proposed neural architecture, using the
acoustic word embeddings as additional features, outperforms state-
of-the-art approach based on the use of Conditional Random Fields,
with a reduction of the classification error rate of 7.2%.
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Deléglise, ‘Automatic detection of well recognized words in automatic
speech transcription’, in Proceedings of the International Conference
on Language Resources and Evaluation : LREC, (2006).

[15] Tomas Mikolov, Kai Chen, Greg Corrado, and Jeffrey Dean, ‘Efficient
estimation of word representations in vector space’, (2013).
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Multilingual Natural Language Generation within
Abstractive Summarization

Simon Mille1, Miguel Ballesteros1, Alicia Burga1, Gerard Casamayor1, and Leo Wanner1,2

Abstract. With the tremendous amount of textual data available in
the Internet, techniques for abstractive text summarization become
increasingly appreciated. In this paper, we present work in progress
that tackles the problem of multilingual text summarization using
semantic representations. Our system is based on abstract linguis-
tic structures obtained from an analysis pipeline of disambiguation,
syntactic and semantic parsing tools. The resulting structures are
stored in a semantic repository, from which a text planning compo-
nent produces content plans that go through a multilingual generation
pipeline that produces texts in English, Spanish, French, or German.
In this paper we focus on the lingusitic components of the summa-
rizer, both analysis and generation.

1 Introduction
With the tremendous amount of multilingual textual data available in
the Internet, techniques for intelligent abstractive text summarization
in the language of the preference of the user enjoy a steadily increas-
ing demand for different applications, among them journalism and
media monitoring. Thus, journalists and media monitors have to re-
view a large number of press articles on a daily basis, a considerable
number of which may not be available in their native language. We
present work in progress that tackles the problem of multilingual text
summarization using semantic representations.

The most popular summarization strategy is still “extraction”-
oriented. Text fragments (in general, entire sentences, but in some
cases also phrases), are selected from one or more source documents,
based on some relevance metric, and the most relevant fragments are
put together in a summary (see, e.g., [19] for an overview). Although
extractive summarization can be addressed with little linguistic anal-
ysis and, in the case of sentence-based selection metrics, the result-
ing summaries are always grammatically correct, it is known to have
some significant shortcomings. For instance, the selection of the con-
tent to be included into the summary is rather coarse-grained and
surface-(instead of knowledge-)oriented, and the summaries tend to
lack internal coherence between the selected text fragments. Further-
more, in general, the summaries are monolingual, i.e., the original
text and the summary are in the same language.

Opposed to extractive summarization is “abstractive summariza-
tion”. Abstractive (i.e., concept-based) summarization analyzes the
original textual material using language parsing and/or Information
Extraction into intermediate linguistic or conceptual representations.
Content selection relevance-driven techniques are then applied to
these representations to choose the content elements that are to be

1 TALN, Pompeu Fabra University, C/ Roc Boronat, 138, 08018 Barcelona,
email: simon.mille| miguel.ballesteros|alicia.burga|gerard.casamayor|
leo.wanner@upf.edu

2 ICREA, Passeig Lluı́s Companys, 23, 08010 Barcelona

communicated in the summary. From the chosen content elements,
a summary is generated using deep Natural Language Generation
(NLG) techniques. A number of approaches to abstractive summa-
rization have been proposed. Some attempt to adapt extractive tech-
niques to abstractive summarization [23]. Others do not use abstract
representations and remain at a superficial level [15, 26], or use par-
tially abstract structures, be it because not all the content of the input
text is represented [20, 17], or because some idiosyncratic features
are maintained [37]. It is also not always the case that deep genera-
tion is used. For instance, Genest and Lapalme [17] and Saggion and
Lapalme [35] start from templates, Ganesan et al. [15] from word lat-
tices, and Cheung and Penn [8] and Genest and Lapalme [16] from
syntactic structures. Liu et al. [22] do not have a proper generation
component at all. Liu et al. [22] and Cheung and Penn [8] apply sen-
tence fusion, rather than content selection.

We developed techniques for abstractive summarization that are
capable of generating multilingual summaries in response to a user
query on a specific content element using full state-of-the-art (deep)
language analysis and language generation mechanisms, combining
statistic and rule-based techniques. In this paper, we focus on the
general architecture of the summarizer and its generation module.

2 An architecture for abstractive summarization
2.1 Theoretical framework
The theoretical framework that underlies our system is the Meaning-
Text Theory [27]. MTT is based on the notion of dependency, which
establishes a relation of “governance” between two elements.

The MTT model supports high expressiveness at the three main
levels of the linguistic description of written language: semantics,
syntax and morphology, while facilitating a coherent transition be-
tween them via intermediate levels of deep syntax and deep mor-
phology. In total, the model foresees five strata; at each stratum, a
clearly defined type of linguistic phenomena is described in terms of
distinct dependency structures.

• Semantic Structures (SemSs) are predicate-argument structures
in which the relations between predicates and their arguments are
numbered in accordance with the order of the arguments.

• Deep-syntactic structures (DSyntSs) are dependency trees, with
the nodes labeled by meaningful (“deep”) lexical units (LUs) and
the edges by actant relations I, II, III, ..., VI (in accordance with
the syntactic valency pattern of the governing LU) or one of
the following three non-argumental relations: ATTR(ibute), CO-
ORD(ination), APPEND(itive).

• Surface-Syntactic Structures (SSyntSs) are dependency trees in
which the nodes are labeled by open or closed class lexemes and
the edges by grammatical function relations of the type subject,
oblique object, adverbial, modifier, etc.



• Deep-Morphological Structures (DMorphSs) are chains of lex-
emes in their base form (with inflectional and PoS features be-
ing associated to them in terms of attribute-feature pairs) between
which a precedence relation is defined and which are grouped in
terms of constituents.

• Surface-Morphological Structures (SMorphSs) are chains of in-
flected word forms, i.e., sentences as they appear in the corpus,
except that orthographic contractions still did not take place.

The analysis and generation modules in our abstractive pipeline
draw upon these strata. In particular, the tasks of language analysis
and language generation can be seen as a sequence of mappings be-
tween adjacent strata; for analysis, starting from text and arriving at a
semantic (or conceptual) representation , and for generation, starting
from a semantic representation up to the text surface.

2.2 A pipeline for abstractive summarization

Figure 1. General architecture of the summarizer: Analysis, text planning,
and generation

The implementation of our abstractive summarizer is based on a
sequence of modules that realize the sequence of transitions between
the different strata of the MTT model. The pipeline shown in Figure
1 can be divided into three main parts:

1. Language analysis: Language analysis is carried out by a text
analysis pipeline that takes as input the textual content of a docu-
ment in a given language. This content is first analyzed and repre-
sented as a forest of DSyntSs. In the case that the input language
is different from English, every lexeme in the DSyntSs is mapped
onto an English lexeme using bilingual dictionaries in order to
arrive at a kind of interlingua structure that facilitates language-
neutral representations (see Subsection 3.3 for a justification).
These English “interlingua” structures are then mapped onto se-
mantic structures, enriched with Frames from the FrameNet lexi-
con [13], modeled as RDF triples, and stored in a semantic repos-
itory.

2. Text planning: Conceptual summarization is approached by as-
sessing the relevance of the semantic structures produced by the
language analysis step in relation to a specific entity which consti-
tutes a topic of interest for the end user and to which the generated

summary is tailored. In addition to determining the relevance of
contents, our text planning component also attempts to guarantee
a degree of coherence in the summary to be generated by sort-
ing relevant contents in a sequence that satisfies certain choerence
constraints, e.g. grouping together in the text contents making ref-
erence to the same entities. Relevance calculations are based on
relative cooccurrence metrics of word senses and references to
entities detected in the original documents during language anal-
ysis, the cooccurrence metrics being obtained from pre-existing
corpora of annotated documents.

3. Natural language generation: Following this planning step, lin-
guistic generation starts by transferring the lexemes associated to
the semantic structures to the desired target language, using avail-
able multilingual lexical resources. Then, the structure of the sen-
tence is determined and all grammatical words are introduced and
linked with syntactic relations. Finally, all morphological agree-
ments between the words are resolved, the words are ordered and
punctuation signs are introduced.

3 Language analysis
3.1 Tokenization and disambiguation
Language analysis starts by determining sentence and token bound-
aries using Bohnet et al.’s [6] tools. Rather than addressing tokeniza-
tion at word level, however, our analysis pipeline treats each se-
quence of words referring to a specific entity as an atomic unit of
meaning. In doing so, we seek to avoid unnecessary internal analysis
of multiword expressions which may not even have a strictly com-
positional meaning (as, e.g., United States of America), and also to
eventually obtain predicate-argument structures in which the argu-
ments are not just words, but expressions with an atomic meaning.

To determine the disambiguated senses of individual words and
the entities referred to by single words or phrases, we use Babelfy3

[29]. Babelfy addresses both Word Sense Disambiguation and En-
tity Linking against BabelNet [30], a large multilingual semantic net-
work organized around Babel synsets resulting from mapping Word-
Net synsets and Wikipedia pages. The large coverage of BabelNet al-
lows Babelfy to annotate both Named Entities and conceptual mean-
ings. All multiword expressions annotated by Babelfy are considered
by the following modules as a single token.

3.2 Deep-syntactic parsing
Once the texts are clean, tokenized and the words are disambiguated
against BabelNet, they are sent to a parsing module that carries out
in sequence Surface-Syntactic and Deep-Syntactic Parsing.

For Surface-Syntactic Parsing, we use Bohnet et al.’s [6] joint
lemmatizer, part of speech tagger, morphology tagger and depen-
dency parser, which follows a transition-based approach with beam-
search. Trained on a surface syntactic treebank, the joint parser pro-
duces the surface syntactic tree for an unseen sentence.4

For Deep-Syntactic Parsing, we use a SSynt-DSynt transducer.
The objective of the transducer is to identify and remove all func-
tional words (auxiliaries, determiners, void prepositions and con-
junctions) in the surface-syntactic tree and to generalize the syntac-
tic dependencies obtained during the previous stage, while adding
subcategorization information for lexical predicates. Two different
transducers have been developed. One is based on a statistical model

3 www.babelfy.org
4 The details on Bohnet et al.’s system can be obtained from the original work.

It suffices to note here that it produces very competitive scores for all the
tasks it performs, for a wide range of languages.
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and the other is rule-based. The statistical transducer (see [1, 2] for
details) is trained on parallel SSynt and DSynt corpora (see for in-
stance [24] for an example in Spanish). The DSyntS-SSyntS trans-
ducer has the potential to be trained for any language in which there
are parallel DSynt and SSynt available treebanks. Currently, it is the
case for English and Spanish. The rule-based transducer is imple-
mented a graph-transduction grammars that have access to language-
specific lexicons to remove the void prepositions and conjunctions
[28], when any is available. The rule-based version is available for
English, Spanish, German, and French.

3.3 Mapping to abstract representations and frame
assignment

For mapping deep-syntactic structures to more abstract linguistic
representations, large-scale lexical resources are needed. Unfortu-
nately, such resources are available, at this point, only for English;
see, e.g., PropBank [21], FrameNet [13], VerbNet [36], and the map-
pings between them (SemLink [32]). For this reason, we chose to
map all input languages to English.

After the SSynt-DSynt transduction, the obtained structure does
not contain any functional words, which tend to be idiosyncratic. The
nodes are labeled with meaningful lexemes.5 Using multilingual re-
sources such as BabelNet (see Sections 3.1 and 5.1), it is possible
to obtain the translations of these words into English. Once this is
done, the combination of the subcategorization information in the
deep-syntactic structure and SemLink allows us to obtain Frame an-
notations on top of connected predicate-argument structures. The lat-
ter follow the principles of the Meaning-Text Theory model, with the
addition of a subset of relations such as Location, Time, etc., which
facilitate the further processing. During this step, shared argumental
positions are made explicit and idiosyncratic structuring such as the
representation of raising and control verbs is generalized.

4 Text Planning: Planning the Summary
Before a summary can be generated, it is necessary to determine, on
the one hand, the content that is to be communicated to the user and,
on the other hand, the discourse structure of the determined content.
These two tasks are commonly referred to in NLG literature as text
or document planning [34].

The production of summaries in our system assumes that sum-
maries are generated in response to a user query in which an entity in
the semantic repository is specified. The entity must correspond to a
BabelNet synset, identified by any of the multilingual lexicalizations
associated to it in BabelNet. If multiple synsets match the string in-
troduced by the user, the user is asked to choose from the available
meanings. The summary to be produced should contain content in
the semantic repository that is relevant to the queried entity. The task
of the text planning module is to determine the set of most relevant
content elements and generate an ordered list out of them.

4.1 Ranking semantic structures
Following previous graph-based approaches to text planning [31, 10],
our approach adopts a graph view on the content of the semantic
repository where nodes correspond to predicate-argument structures
produced by the analysis pipeline, and edges indicate entity-sharing

5 This assumption is not entirely true since our DSyntSs still contain, e.g.,
support verbs (as deliver in John delivered his first speech in the Congress),
which are generally assumed to be void of meaning as well. In genuine
MTT DSyntSs, support verbs do not appear as such either. However, we
think that this simplification can be tolerated without a too significant loss
of quality.

relations between nodes. For each query, a query graph is created that
contains as nodes all predicates that have the user-specified entity
as one of its arguments. This initial set is extended recursively with
other nodes that share at least one argument with relations already in
the graph, up to a fixed depth. The resulting graph serves to constrain
the planning task to a set of related contents, in a similar fashion to
past works such as [25, 9, 7].

Given a query graph, we formulate the planning of summaries as
a ranking problem, similar in spirit to other text planning implemen-
tations based on ranking contents [9, 7, 14]. In our ranking formu-
lation all nodes in a query graph must be ranked according to some
function that indicates their relevance. Consequently, the text plans
produced by our method are sorted lists of nodes in a query graph.
The ranking starts from an initial distribution of relevance obtained
from co-occurrence counts in a corpus of texts analyzed with Ba-
belfy. For each entity annotated in the corpus, we thus estimate its
probability of being annotated in the same document as any other en-
tity. Predicate-argument structures are then assigned an initial rank
according to the probabilities of their arguments co-occurring with
the queried entity.

Some predicates may have none of their arguments annotated in
the Babelfy corpus. In this case, we have no empirical basis to assess
their relevance. In order to ameliorate this situation, we distribute the
relevance from those nodes that do have some probability assigned to
them to their neighboring nodes in the query graph. This is achieved
by iteratively multiplying the initial distribution of relevance to nodes
of the query graph with an adjacency matrix of the query graph which
has been modified so that it can be interpreted as a Markov Chain.
That is, given a node, its transition probabilities are calculated from
the relevance scores of its target nodes and normalized according to
the sum of relevance of all nodes reachable from the initial node.
This procedure, which is similar to web ranking [11], produces a
near-stationary distribution of relevance in which the initial relevance
scores have been adjusted according to the graph topology.

4.2 Producing a coherent text plan

As pointed out above, the goal of the text planning module is not
only to determine the relevance of content elements with respect to
the user query, but also to define a discourse structure for these el-
ements, i.e., an ordering of the elements that enforces a certain de-
gree of coherence in the resulting text. We do so by ensuring that
new predicate-argument structures are added to a text plan only if
they are semantically related to the content elements already in the
plan. More precisely, we guarantee entity-coherence by performing a
graph exploration of the query graph, which consists in visiting only
those nodes that are connected to nodes that have been already vis-
ited. This notion of entity-based coherence is inspired by theories of
local coherence such as the Centering Theory [18, 33].

Since the edges in the content graph capture argument-sharing re-
lations between predicates, the sequence of visited nodes is such that,
for every node, at least one of its arguments is either the requested
entity, or an argument that has already been introduced into the plan.
The traversal of the query graph is done in a greedy way. Starting
from the set of predicates that have the queried entity as their argu-
ment, the most relevant node from all those that available is always
selected. Once a node is selected, all the nodes in the query graph
connected to it become available for selection. The traversal of the
graph produces the ordered sequence that constitutes the input of the
surface generation pipeline.
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5 Multilingual text generation
The predicate-argument structures produced by the text planning
module are obtained from translating words from the source doc-
uments into English (see Section 3.3). In order to generate multilin-
gual text, however, it is necessary to map them to linguistic structures
that serve as a starting point for multilingual linguistic generation,
which, in turn, requires language-specific lexical resources that cap-
ture the lexical and syntactic characteristics of each language. In the
next subsection, the creation of such multilingual lexical resources is
explained in detail.

5.1 Multilingual lexical resources
For multilingual generation, we need to create lexicons for each lan-
guage we cover. These lexicons must not only contain language-
specific vocabulary, but also be linked to our pivot language, namely
English. Given that BabelNet senses annotated during the analysis
stage are language-independent, we use them as the cross-linguistic
link. Below, we detail the creation procedure and structure of the
language-specific lexicons used to go from predicate-argument struc-
tures and BabelNet synsets to each language.

The languages supported by our multilingual generation pipeline
(English, French, Spanish and German) have a satisfactory amount
of NLP resources. The experimental compilation of the correspond-
ing language-specific lexicons was done in different stages. First of
all, three texts in each language were randomly selected. Thus, a
set of eight texts (around 2,400 tokens) was used as base for the
language-specific lexicons.6 Given that word sense ambiguity is a
problem inherent to any language, it was necessary to disambiguate
and recognize the right sense of a lexical unit before assigning any
specific BabelNet id to it. Babelfy, which as explained in Section
3.1, is connected to BabelNet, was used for disambiguation, using
the API offered to remotely access the service. As output of this step,
a list of unique BabelNet ids (1,013 items in total) was obtained,
which served as the basis for creating the lexicons. This list has then
been locally enriched with the word form linked to each id in each
language. Using this list as base, for each LU, its part of speech,
its lemma, its BabelNet id and its government pattern, i.e., its sub-
categorization frame, are stored. Within the government pattern, the
information collected for each argument includes its part of speech,
the preposition introducing it (if it is required by the described LU)
and the corresponding case. Below, the entries for the same specific
BabelNet id in German (a language with case) and in Spanish are
shown.

SPANISH GERMAN
“contar VV 01”: verb { “sagen VV 01”: verb {

lemma = “contar” lemma = “sagen”
bn = bn:00091011v bn = bn:00091011v
gp = { gp = {

I = {dpos = “N”} I = {dpos = “N” case = “nom”}
II = {dpos = “N”} II = {dpos = “N” case = “acc”}
III = {dpos = “N” prep = “a”}}} III = {dpos = “N” case = “dat”}}}

From the English structure, the system thus turns to the lexicons
to obtain information about the specific characteristics of the sen-
tences to be generated in each language. If no specific information
is added, the system interprets that there are no restrictions with re-
spect to the argument in question. Thus, the four compiled parallel

6 Although it can be argued that the work is based on a small sample of
vocabulary, the sample is big enough to test the adopted methodology.

language-specific lexicons serve in a direct way for the multilingual
generation pipeline, allowing the mapping from English to any of
the other languages involved. Potentially, the mapping could be even
done not only from English to other language, but from any other
language included in the system to each other.

5.2 Hybrid NLG system

The lexical resources described in Section 5.1 are meant to be used
together with generation grammars, which are rule systems that pro-
duce successively the different layers of representation mentioned in
Section 2. In this section, we describe the different submodules of
the NLG pipeline, together with their alternative Machine Learning
implementations. In order to understand better the process, Figure 2
includes some intermediate structures of this pipeline.
1. Mapping to output language predicate-argument structures
Starting from the structures provided by the text planning module
(see Section 4), first, some idiosyncratic transformations are made to
adjust the structures to the predicate-argument format understood by
our generation pipeline, and then, the English labels of the nodes are
translated into the desired target language using the lexicons detailed
in Section 5.1.
2. Mapping to syntactic structures
Once genuine predicate-argument structures in the target language
are available, the first task is to find which node in each structure is
most likely to be the root of the dependency tree. That is, we want to
identify what will be the main verb of the sentence, or the word that
triggers its appearance. The main node is typically a word (i) that is
predicate, (ii) that has more participants than any other predicate of
the structure, and (iii) that is not involved in a semantic relation of
secondary relevance. Adjectives, adverbs, prepositions and nouns are
possible alternatives to verbs when no verb is available. Around the
main node, the deep-syntacticization module builds the rest of the
syntactic structure of the sentence. In particular, it is able to decide if
a main predicate has to be introduced, or what will be realized as an
argument, an attribute, or a coordination.

The procedure of the retrieval of deep-syntactic target structures
has been successfully tested on around 39,000 sentences: more than
99% of the semantic structures are mapped to well-formed deep-
syntactic structures. In the rest of the cases, the generator is unable
to produce any syntactic tree and a fallback message is returned.

The next step in the procedure is to obtain surface-syntactic struc-
tures, i.e., to generate all functional words and labeling the depen-
dencies with SSynt relations. In the same fashion as for SSynt–
DSynt transduction in the case of analysis, we use two alternative
approaches for DSynt–SSynt transduction in the case of generation.
For languages with limited amount of annotated data (as, e.g., French
or German), a rule-based system is preferred, but if multilayered cor-
pora of reasonable size are available (as Spanish and English), train-
ing statistical tools is also possible.

For rule-based transduction, we use an adapted version of the
MARQUIS generator [38]. MARQUIS had been designed for data-
to-text generation. It starts from air quality and meteorology time se-
ries, and uses language-specific resources that contain a fine-grained
description of all the concepts and words in the air quality domain.
Generation in the context of abstractive summarization is a case of
text-to-text generation. That is, we cannot focus on the concepts
of a specific domain. Rather, any concept can be present in a se-
mantic structure, and there are no lexical resources that are com-
plete enough to contain all of them. As a consequence, MARQUIS’s
graph-transduction grammars had to be adapted.
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Figure 2. Sample text plan (top left), deep-syntactic structure (top right) and surface-syntactic + morphologic structures (bottom)

For machine learning-based transduction, we developed a series of
Support Vector Machine-based transducers; cf., [3] for details.
3. Morphological agreement resolution and surface form re-
trieval
During the generation of syntactic structures, morphological features
of individual words are already inserted (e.g., nominative case for a
German subject). During the transition to the morphological struc-
ture, agreement is established (using the introduced morphological
features and the fine-grained syntactic relations in the SSyntSs) and
surface forms of the words are retrieved using a full-form dictionary.

In order to obtain the full-form dictionary, we run the morpholog-
ical tagger of our surface syntactic parser on a large collection of
texts and store each possible combination of surface form, lemma
and morphological features. We can therefore retrieve a surface form
given a lemma and a set of morphological features. The size of the
text collection is crucial in order to ensure a large coverage. For in-
stance, for English, we use the entire Gigaword corpus.7

4. Linearization of Unordered Syntactic Dependency Trees
The linearization of unordered syntactic dependency trees, i.e., word
order determination, is performed with the state-of-the-art Bohnet
et al. [5] linearizer. This linearizer is trained on a surface-syntactic
treebank. It produces a statistical model that is capable of determin-
ing the word order in a sentence by using mainly surface-syntactic
relations and part-of-speech tags.

6 Conclusions and Future Work

In this paper, we presented work in progress for the production of
abstractive summaries about specific entities from contents obtained
from the analysis of multiple texts. We have covered the resources,
tools and techniques applied to obtain the summaries, placing special
emphasis on text planning and the multilingual generation compo-
nent.

In the future, we plan to evaluate the pipeline in one or more do-
mains and use the results to determine what components require im-
provement. Our first application domain will be the production of
multilingual summaries from news articles in the scope of the MUL-
TISENSOR project 8. We expect our natural language processing
tools to perform better in journalistic texts than in more specialized
domains that may require models obtained from domain-specific cor-
pora. Crucially, the entities and concepts found in press articles are

7 https://catalog.ldc.upenn.edu/LDC2003T05
8 http://www.multisensorproject.eu/

also more likely to be covered by BabelNet, which plays a crucial
role in deciding what contents go into the summary. Specialized do-
mains, e.g. medical or legal texts, may use terminology and make
reference to entities only found in specialized kwnowledge and lex-
ical resources. Creating multilingual resources and tools for specific
domains is one of the major limitations of applying an abstractive
approach to summarization.

The evaluation of our approach will involve both a quantitative
evaluation where system-produced summaries are compared to a
gold standard of manually written (abstractive) summaries, and a
qualitative evaluation in which users will be handed a question-
naire designed at reviewing various facets of the texts: relevance,
coherence, grammaticality, readability, etc. Considering the pipeline
architecture of our system and the problems introduced by error-
propagation, an individual evaluation of each module will also be
conducted to identify the most problematic areas. We are particu-
larly interested in finding ways to cope with noisy output from the
text analysis component during text planning and linguistic genera-
tion, in order to avoid generating ungrammatical or meaningless sen-
tences.

With respect to the lexicons used in the surface generation mod-
ule, although BabelNet seems very useful in order to obtain intercon-
nected language-specific resources, some issues have been identified
which will have to be dealt with in the future. First of all, languages
with a very productive compositional process (e.g., German) have
BabelNet synsets for which there is no direct correspondence in other
languages (in other words, they correspond to more than one synset).
Second, and partly as a consequence of the first issue, not all Ba-
belNet synsets correspond to a term in a specific language. Third and
last, the procedure for compiling BabelNet synsets can be optimized:
if a sequence of lexical units is considered as a multiword unit, then
synsets are duplicated (one synset is assigned for each single unit and
another one for the multiword unit).

As far as analysis is concerned, we plan to incorporate alternative
surface-syntactic parsers based on recurrent neural networks [12, 4],
which have been found to be particularly beneficiary for out-of-
vocabulary words.
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Combining Dictionary- and Corpus-Based Concept
Extraction

Joan Codina-Filbà1 and Leo Wanner2

Abstract. Concept extraction is an increasingly popular topic in
deep text analysis. Concepts are individual content elements. Their
extraction offers thus an overview of the content of the material
from which they were extracted. In the case of domain-specific ma-
terial, concept extraction boils down to term identification. The most
straightforward strategy for term identification is a look up in ex-
isting terminological resources. In recent research, this strategy has a
poor reputation because it is prone to scaling limitations due to neolo-
gisms, lexical variation, synonymy, etc., which make the terminology
to be submitted to a constant change. For this reason, many works de-
veloped statistical techniques to extract concepts. But the existence
of a crowdsourced resource such as Wikipedia is changing the land-
scape. We present a hybrid approach that combines state-of-the-art
statistical techniques with the use of the large scale term acquisition
tool BabelFy to perform concept extraction. The combination of both
allows us to boost the performance, compared to approaches that use
these techniques separately.

1 Introduction

Concept extraction is an increasingly popular topic in deep text anal-
ysis. Concepts are individual content elements, such that their extrac-
tion from textual material offers an overview of the content of this
material. In applications in which the material is domain-specific,
concept extraction commonly boils down to the identification and
extraction of terms, i.e., domain-specific (mono- or multiple-word)
lexical items. Usually, these are nominal lexical items that denote
concrete or abstract entities. The most straight-forward strategy for
term identification is a look up in existing terminological dictionar-
ies. In recent research, this strategy has a poor reputation because it
is prone to scaling limitations due to neologisms, lexical variation,
synonymy, etc., which make the terminology be submitted to a con-
stant change [15]. As an alternative, a number of works cast syntactic
and/or semantic criteria into rules to determine whether a given lexi-
cal item qualifies as a term [3, 4, 7], while others apply the statistical
criterion of relative frequency of an item in a domain-specific corpus;
see, for example, [1, 10, 22, 24, 25]. Most often, state-of-the-art sta-
tistical term identification is preceded by a rule-based stage in which
the preselection of term candidates is done drawing upon linguistic
criteria.

However, most of the state-of-the-art proposals neglect that a
new generation of terminological (and thus conceptual) resources
emerged and with them, instruments to keep these resources updated.

1 NLP Group, Pompeu Fabra University, Barcelona, email:
joan.codina@upf.edu

2 Catalan Institute for Research and Advanced Studies (ICREA) and NLP
Group, Pompeu Fabra University, Barcelona, email: leo.wanner@upf.edu

Consider, for instance, BabelNet http://www.babelnet.org [21] and
BabelFy http://www.babelfy.org [20]. BabelNet captures the terms
from Wikipedia3, WikiData4, OmegaWiki5, Wiktionary6 and Word-
net [19] and disambiguates and structures them in terms of an ontol-
ogy. Wikipedia is nowadays a crowd-sourced multilingual encyclo-
pedia that is constantly being updated by more than 100,000 active
editors only for the English version. There are studies, cf., e.g., [11],
which show that observing edits in the Wikipedia, one can learn what
is happening around the globe. BabelFy is a tool that scans a text in
search of terms and named entities (NEs) that are present in Babel-
Net. Once the terms and NEs are detected, it uses the text as context
in order to disambiguate them.

In the light of this significant change of the terminological dic-
tionary landscape, it is time to assess whether dictionary-driven con-
cept extraction cannot be factored in into linguistic and corpus-driven
concept extraction to improve the performance of the overall task.
The three techniques complement each other: while linguistic cri-
teria filter term candidates, statistical measures help detect domain-
specific terms from these candidates, and dictionaries provide terms
from which we can assume that they are semantically meaningful.

In what follows, we present our work in which we incorporate Ba-
belFy, and by extension BabelNet and Wikipedia, into the process of
domain-specific linguistic and statistical term recognition. This work
has been carried out in the context of the MULTISENSOR Project,
which targets, among other objectives, concept extraction as a ba-
sis for content-oriented visual and textual summaries of multilingual
online textual material.

The remainder of the paper is structured as follows. In Section 2,
we introduce the basics of statistical and dictionary-based concept
extraction. In Section 3, we then outline our approach. The set up
of the experiments we carried out to evaluate our approach and the
results we achieved are discussed in Sections 4 and 5. In Section 6,
we discuss the achieved results, while Section 7, finally, draws some
conclusions and points out some future work.

2 The Basics of statistical and dictionary-based
concept extraction

Only a few proposals for concept extraction rely solely on linguistic
analysis to do term extraction, always assuming that a term is a nom-
inal phrase (NP). Bourigault [5], as one of the first addressing the
task of concept extraction, uses for this purpose part-of-speech (PoS)
tags. Manning and Schütze [16], and Kaur [14] draw upon regular
expressions of PoS sequences.
3 http://www.wikipedia.org
4 wikidata.org
5 omegaWiki.org
6 wikitionary.org



More common is the extension of statistical term extraction by a
preceding linguistic feature-driven term detection stage, such that we
can speak of two core strategies for concept extraction: the statistical
(or corpus-based) concept extraction and the dictionary-based con-
cept extraction. As already pointed out, concept extraction means
here “term extraction”. Although resources such as BabelNet are
considerably richer than traditional terminological dictionaries, they
can be considered as the modern variant of the latter. Let us revise
the basics of both of these two core strategies.

2.1 Statistical term extraction
Corpus-based terminology extraction started to attract attention in
the 90s, with the increasing availability of large computerized textual
corpora; see [13, 6] for a review of some early proposals. In general,
corpus-based concept extraction relies on corpus statistics to score
and select the terms among the term candidates. In the course of the
years, a number of different statistics have been suggested to identify
relevant terms and best word groupings; cf., e.g., [2].

As a rule, the extraction is done in a three-step procedure:

1. Term candidate detection. The objective of this first step is to
find words and multiword sequences that could be terms. This first
step has to offer a high recall, as the terms missed here will not be
considered in the remainder of the procedure.

2. Compute features for term candidates. For each term candidate,
a set of features is computed. Most of the features are statistical
and measure how often the term is found as such in the corpus and
in the document, as part of other terms, and also with respect to the
words that compound it. These basic features are then combined
to compute a global score.

3. Select final terms from candidates Term candidates that obtain
higher scores are selected as terms. The cut-off strategy can be
based on a threshold applied to the score (obtained from a training
set, in order to optimize precision/recall ) or on a fixed number of
terms (in that case, the top N terms are selected).

In what follows, we discuss each of these steps in turn.

2.1.1 Term candidate detection

The most basic statistical term candidate detection strategies are
based on n-gram extraction. Any n-gram in a text collection could
be a term candidate. For instance, Foo and Merkel [9] use unigrams
and bigrams as term candidates.

n-gram based concept extraction is straightforward to implement.
However, it produces too many false positives, which add noise to the
following stages. As already mentioned above, for this reason, most
of the works use linguistic features such as part-of-speech patterns or
NP markers [16, 10] for initial filtering. See [23] for an overview.

2.1.2 Feature Extraction

Once the term candidates have been selected, they need to be scored
in order to be ranked with respect to the probability that they are
actual terms.

Most of the proposed metrics are based on term frequency TF ,
as the number of occurrences of a term in a text collection. In In-
formation Retrieval, TF is contrasted to IDF (Inverse Document
Frequency), which penalizes the most common terms. For the task of
term extraction, IDF of a term candidate can be computed drawing

upon a reference corpus, while the frequency of the candidate term
in the target domain corpus can be assumed to be TF , such that we
get: TFtarget ∗ IDFref [16].

Other measures have been developed specifically for term detec-
tion. The most common of them are:

• C-Value [10]. The objective of the C-Value score is to assign a ter-
mhood value to each candidate token sequence, considering also
its occurrence inside other terms. The C-value expands each term
candidate with all its possible nested multiword subterms that will
become also term candidates. For instance, the term candidate
floating point routine includes two nested terms: floating point,
which is a term, and point routine, which is not a meaningful ex-
pression.
The following formula fomarlizes the calculation of the C-Value
measure:

{
log2 |t|TF (t), t is not nested

log2 |t|
(
TF (t)−

∑
b∈Tt

TF (b)

P (Tt)

)
otherwise

(1)

where t is the candidate token sequence, Tt the set of extracted
candidate terms that contain t, and P (Tt) the number of the can-
didate terms.

• Lexical Cohesion [22]. Lexical cohesion computes the cohesion
of multiword terms, that is, at this stage, any arbitrary n-gram.
This measure is a generalization of the Dice coefficient; it is pro-
portional to the length of the term and the frequency:

LC(t) =
|t|log10 (TF (t))TF (t)∑

w∈t TF (w)
(2)

where |t| is the length of the term and w the number of words that
compound it.

• Domain Relevance [25]. This measure compares frequencies of
the term between the target and reference datasets:

DR(t) =
TFtarget(t)

TFtarget(t) + TFref (t)
(3)

• Relevance [24]. This measure has been developed in an applica-
tion that focuses on Spanish. The syntactic patterns used to detect
term candidates are thus specific for Spanish, but the term scoring
is language-independent. The formula aims to give less weight to
terms with lower frequency in the target corpus and a higher value
to very frequent terms, unless they are also very frequent in the
reference corpus or are not evenly distributed in the target corpus:

Relevance(t) = 1− 1

log2
(

TFtarget(t)+DFtarget(t)

TFref (t)

) (4)

where TF (t) is the relative term frequency, while DF (t) is the
relative number of documents in which t appears. The document
frequency tries to block those terms that appear many times in a
single document.

• Weirdness [1]. Weirdness takes into account the relative sizes of
the corpora when comparing frequencies:

Weirdness(t) =
TFtarget(t) · |Corpusref |
TFref (t) · |Corpustarget|

(5)
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2.1.3 Term selection

Each of the metrics in the previous subsection produces a score for
each term candidate.The final step is to use the scores produced by
the chosen metric to filter out the terms under a given threshold.

Taking the terms sorted by their scores, we expect to have a de-
creasing precision as we move down to the list, while recall increases.
The F-score reaches a maximum around the point where precision
and recall cross. The list should be truncated at this point, defining
the minimum threshold. But, of course, each dataset provides a dif-
ferent threshold that needs to be set after observing different training
sets. Some authors (as, e.g., Frantzi et al. [10]) set an arbitrary thresh-
old; others just measure precision and recall when truncating the list
after some fixed number of terms [8].

When more than one metric is available, the different metrics can
be combined to produce a single score. There are two main strategies
to do it: The first one is to feed a machine learning model with the
different metrics and let it learn how to combine these metrics [26].
The simplest procedure in this case is to calculate a weighted aver-
age tuned by linear regression; cf., e.g., [22]. The second strategy
is to come up with a decision for each metric, trained with its own
threshold, and then apply majority voting [27].

2.2 Use of terminological resources for terminology
detection

The problem of the use of traditional terminological resources for
concept (i.e., term) identification mentioned in Section 1 is reflected
by the low recall usually achieved by dictionary-based concept ex-
traction. For instance, studies on the medical domain with the Gene
Ontology (GO) terms show a recall between 28% and 53% [17]. To
overcome this limitation, different techniques have been developed in
order to expand the quantity of matched terms. Thus, Jacquemin [12]
uses a derivational morphological processor for analysis and gener-
ation of term variants. Other authors, like Medelyan [18], use a the-
saurus to annotate a training set for the discovery of terms within
similar contexts.

BabelNet is a new type of terminological resource. It reflects
the state of the continuously updated large scale resources such as
Wikipedia, WikiData, etc. At least in theory, BabelNet should thus
not suffer from the coverage shortcoming of traditionally static ter-
minological resources.7

BabelFy takes all the n-grams (with n ≤ 5) of a given text that
contain at least one noun, and checks whether they are substrings of
any item in BabelNet. To perform the match, BabelFy uses lemmas.

We can thus hypothesize that an approach that draws upon Babel-
Net is likely to benefit from its large coverage and continuous update.

3 Our Approach
In the MULTISENSOR project, term recognition is realized as a hy-
brid module, which combines corpus-driven term identification with
dictionary-based term identification that is based on BabelFy. Com-
bining corpus-driven and dictionary-based term identification, we
aim to enrich BabelFy’s domain-neutral strategy with domain infor-
mation in order to be able to identify domain-specific terms.

Based on the insights from [8, 27], who compare different metrics,
we decided to implement the C-Value measure and the Weirdness

7 Note, however, that even if the Wikipedia is continuously updated, BabelNet
is updated in a batch mode from time to time, producing a delay between
the crowdsourced changes and their availability in BabelNet.

metric. The C-Value measure serves us to measure the termhood of a
candidate term, while the Weirdness metric reveals to what extent a
term candidate is domain specific.

However, the Weirdness metric requires some adaptation. The
original Weirdness metric can namely range from 0 to infinite, which
is not desirable. To keep the possible values within a limited range,
we changed the quotient between probabilities to a quotient between
IDF’s. As a result, Equation 5 is transformed to:

DomWeight(t) =
IDFref (t)

IDFtarget(t)
(6)

BabelFy offers an API that annotates terms of a given text found
in one of the resources it consults (WordNet, Wikipedia, WikiData,
Wiktionary, etc.), distinguishing between named entities and con-
cepts. Cf. Figure 1 for illustration. The figure shows the result of
processing a sentence with BabelFy’s web interface. As can be ob-
served, BabelFy annotates nouns (including multiword nouns), ad-
jectives and verbs (such as working or examine). In accordance with
the goals of MULTISENSOR, we keep only nominal annotations and
discard verbal and adjectival ones. Furthermore, BabelFy can be con-
sidered a general purpose thesaurus, which is not tailored to any spe-
cific domain. For this reason, during domain-specific term extraction
as in MULTISENSOR, not all terms that have been annotated by Ba-
belFy should be considered as part of the domain terminology.

To ensure the domain specificity, we index the documents for
which the IDF (t) is computed in a Solr index,8 with a field that
indicates the domain to which each of them belongs. This allows us
an incremental set up in which new documents can always be indexed
and the statistics can be continuously updated.

Figure 1. Concepts and named entities detected in a sentence using the
BabelFy web interface

The documents indexed in Solr comprise the texts of these doc-
uments, together with all the term candidates in them. To index the
term candidates, and in order to allow for queries that may match ei-
ther a full term or parts of it (which can be, again, full terms), we use
lemmas (instead of word forms) and underscores between the lem-
mas to indicate the beginning, middle, and end of the term. The first

8 http://lucene.apache.org/solr
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lemma of the term is suffixed with an underscore, the middle lem-
mas are prefixed and suffixed with underscores, while the last lemma
is prefixed with an underscore (for instance, the term candidate real
time clocks would be indexed as real time clock).

At the beginning, the index is filled with the documents that con-
form the reference and domain corpora. When a new document ar-
rives, we check in both corpora the frequencies of the term candidates
as well as the frequencies of their parts as terms and as parts of other
terms. To extract these frequencies, several partial matches are re-
quired, which can be specified taking advantage of the underscores
within the term notation. For instance, to obtain the frequency of the
expression real time as a term, without that it is part of a longer term,
we must search for real time. To obtain the frequency of the same
sequence of lemmas as part of longer terms, the corresponding query
would be real time OR real time OR real time. In this last
query, the first part would match terms starting with the sequence
under consideration (as, e.g., real time clock); the second part will
match terms that contain the sequence in the middle (as, e.g., near
real time system); and the last part seeks terms ending with sequence
(as, e.g., near real time).

Queries in Solr provide the number of documents matching the
query. This implies that a document with a multiple occurrence of a
term will be counted only once. In some of the formulas of Section
2.1.2, document frequencies are considered, while in others it is the
term frequency. In order to minimize this discrepancy, and weight
evenly very long and very short documents, we split long documents
into groups of about 20 sentences.

To generate term candidates for the statistical term extraction, all
NPs in the text are detected. The module takes as input already to-
kenized sentences of a document. Tokens are lemmatized and anno-
tated with POS and syntactic dependencies. To detect NPs, we go
over all the nodes of the tree in pre-order, finding the head nouns
and the dependent elements. A set of rules indicates which nouns
and which dependants will form the NP. The system includes sets of
rules for all the languages we work with: English, German, French
and Spanish. Each term candidate is expanded with all the subterms
(i.e., n-grams that compose them). The term candidates and all the
substrings they contain are then scored using the C − V alue and
DomWeight metrics. Those with a DomWeight below 0.8 and
nested terms with a lower C − V alue than the term they belong to
are filtered out. The remaining candidates are sorted by decreasing
C − V alue and, when there is a tie, by DomWeight.

After processing the text with BabelFy, we obtain another list of
term candidates, namely those that are found in BabelNet. Both lists
are merged by intersection and again sorted according to their C −
V alue and DomWeight scores.

4 Experimental setup

The term extraction methodology described above has been tested
for three different use cases. All three use cases are composed by a
selection of 1,000 news articles, blogs and other web pages related
to different domains. The reference corpus is a set of about 22,000
documents from different sources.

The first use case contains documents about household appliances,
with information about both appliances as such and companies in-
volved in the market of household appliances manufacturing and
trading. The second use case is about energy policies; it includes
news and web pages on green and renewable energy. The third use
case covers yoghurt industry; it contains documents about yoghurt
products, legal regulations concerning the production and trade with

yoghurts, and diary industries.

Table 1. Number of documents and concepts annotated for each use case.
The number of indexed chunks indicates in how many different text portions

the documents have been split (at sentence boundaries)

Use
Case

Name Num. of
documents

Num. of
indexed
chunks

annotated
terms

0 Reference
Corpus

21,994 43,808 —

1 Household
Appliences

1,000 2,171 123

2 Energy
Policies

1,000 1,565 80

3 Yoghurt
Industry

1,000 2,096 118

The collection of documents for the three use cases has been ex-
tracted from controlled sources, which ensures that the texts within
the collection are clean. The documents have been first processed
with the goal to detect term candidates, i.e., tokenized, parsed and
passed through the NP detector. Once processed, they have been in-
dexed in a Solr index. In addition, all documents have been split into
chunks of about 20 sentences to balance the length of the processed
texts. In order to evaluate the performance of our hybrid term ex-
traction, for each use case, a set of 20 sentences (from different doc-
uments) has been annotated as a ground truth by a team of three
annotators.

Table 1 summarizes the information about the different use cases,
the reference corpus, the number of original documents, the number
of documents after indexing (with some of the documents split as
mentioned above), and the number of manually annotated terms for
each domain.

5 Evaluation

In order to evaluate the proposed approach to concept extraction, and
to observe the impact of the merge of corpus-driven and dictionary-
based extraction, we first measured the performance of both of them
separately and then of the merge. Table 2 shows the precision and
recall of the three runs.

Table 2. Results obtained by the different approaches and the hybrid
system in the three use cases (‘p’ = precision; ‘r’= recall)

Use
Case

Corpus-driven Dictionary-based Hybrid

p r p r p r
1 38.1% 93.5% 50.3% 76.4% 65.2% 71.54%
2 28.0% 97.3% 36.2% 74.68% 48.3% 70.9%
3 34.8% 79.5% 46.2% 68.4% 60.9% 57.3%
avg 33.6% 90.1% 44.2% 73.2% 58.1% 66.6%

It can be observed that the hybrid approach increases the precision
by between 14% and 25% points and decreases the recall by between
7 and 24% . To assess whether the increase of precision compensates
for the loss of coverage, we computed the F-score in Table 3.

The table shows that the F-score of the hybrid approach is 7% over
the score of the BabelFy (i.e., dictionary-based) approach and 13%
above the corpus-driven approach.

The results shown in Tables 2 and 3 have been calculated with all
terms provided by corpus-driven and dictionary-based term extrac-
tion; only terms with a DomWeight under 0.8 and nested terms
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Table 3. F-scores obtained by the different approaches and the hybrid
system in the 3 use cases

Use Case Corpus-driven Dictionary-driven Hybrid
1 54.1% 60.7% 68.2%
2 43.5% 48.8% 57.4%
3 48.4% 55.1% 59.1%
avg 49.0% 55.1% 62.1%

Figure 2. Evolution of precision, recall and F-score as we move down the
list of terms generated by the corpus-driven term extraction and sorted by

their score

with a C − V alue lower than the one of the term they belong to
have been filtered out without any further threshold adjustment. In
other words, the ordering of the terms according to their C − V alue
and DomWeight scores has not been considered. If we use only the
top N terms with the highest scores, the precision of corpus-based
term identification increases. In our current implementation, we do
not implement a threshold to cut off the list because the users request
the top N terms (with N = 20) as a concept profile of a document.

Figure 2 shows how precision, recall and F-score evolve as we
move down the list of terms sorted by the score obtained with corpus-
driven term extraction (recall that BabelFy does not provide any con-
fidence score).

The score places the most relevant terms at the top of the list, in-
creasing the precision by more than 25 points over the average (as can
be observed in the precision/recall/F-score graph, the first 30 terms
maintain a precision over 70%).

Figure 3 shows the evolution of precision, recall and F-score for
the hybrid term extraction, keeping the ranking provided by the
corpus-driven approach. In this case, hybrid term extraction main-
tains a 100% precision for the first 17 terms and ends with 95% of
precision after the first 20 (a single term is wrong among them); 80%
precision are maintained for the first 35 terms.

A baseline term identification that does not use scores would ob-
tain a precision of 33%, or 44% using BabelFy and selecting 20
terms at random. When scores are used, the precision of the corpus-
driven approach increases up to 47.7%. When both approaches are
combined, the average precision for the three use cases increases to
73.6%, resulting in an overall increase of 26% compared to the indi-
vidual techniques.

6 Discussion
The performance figures displayed in the previous section show that
a combination of corpus-driven and dictionary-based term identifica-
tion achieves better results than in separation, especially when the
corpus-driven approach is preceded by a linguistic filtering stage.

Figure 3. Evolution of precision, recall and F-score as we move down to
the list of terms generated by the hybrid system, sorted by the score obtained

by statistical metrics

Approaches that are based exclusively on linguistic features serve
well to find very rare terms, but they tend to be language- and
domain-dependent, which reduces their scalability and coverage. The
same applies to approaches that use gazetteers.

Corpus-driven term identification provides term candidates that
are domain-specific and common enough to be considered terms, but
may be semantically meaningless.

Both corpus-driven and dictionary-based approaches offer a high
recall at the expense of low precision because each of them adds its
own noise. When combining the two techniques, we increase the pre-
cision but lose some recall. However, the decrease of recall is over-
compensated by a sufficient increase of precision that leads to the
improvement of the F-score. This increase is more evident when we
concentrate on terms with a higher score.

The use of an index like Solr to maintain the corpus data allows
for the creation of an incremental system that can be updated with
upcoming news, making the response dynamic when new concepts
appear in a domain.

7 Conclusions and Future Work

We presented a hybrid approach to concept (i.e., term) identifica-
tion and extraction. The approach combines a state-of-the-art corpus-
driven approach with a dictionary lookup based on BabelFy. The
combination of both increases the overall performance as it takes
the best of both. While statistics are very good in detecting domain-
specific terms, dictionaries provide terms which are semantically
meaningful.

The use of BabelFy (and thus of BabelNet) allows us to avoid the
typical limitation of dictionary-based term identification of coverage.
As already argued above, BabelNet, which has been generated au-
tomatically from Wikipedia and other resources, is a crowdsourced
terminological resource that can be considered to contain a critical
mass of terms needed for our task.

Crowdsourced and continuously updated dictionaries ensure the
availability of up-to-date resources, but there is still a time off-
set between the emergence of a new term and its inclusion in the
Wikipedia. In the future, it can be insightful to observe the first oc-
currences of a term and assess its potential status of an emerging
concept that cannot be expected to be already in the Wikipedia. This
would allow us to give those terms an appropriate score and thus
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avoid that they are filtered out.
A relevant topic that we did not look at yet in our current work is

the detection of the synonymy of terms, which would further increase
the accuracy of the retrieved concept profiles of the documents.
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